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Three Key Questions 
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Why do we need Dark Matter? 

What sets its abundance? 

How are we probing it? 

Gravitational effects at all scales 

Thermal Relic/Asymmetry/… 

Direct, Indirect, … 



Evidence for DM 
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Dark Matter at All Scales 
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Velocity Dispersion 
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Fritz Zwicky, 1930s 
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400 x mass seen in Coma cluster!  



NGC3189, Begeman 1989 

Rotation Curves 
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mv(r)2

r
=

GM(r)m

r2

Invisible Mass well “beyond” the galaxy 

M(r) ∝ rv(r)2

Vera Rubin, 1960s-70s 



Gravitational Lensing 

9 October 2012,   Theory Colloqium at TIFR,   Basudeb Dasgupta 7 

89&:;<=><;&?@3##*)&A#3()*%BC&DEFG 

Dark Matter Exists and is Weakly Interacting 
Clowe et al (2006) 



Cosmic Abundance of DM 

9 October 2012,   Theory Colloqium at TIFR,   Basudeb Dasgupta 8 

!CDMh2!0.11"

!CDM/!B!5 
 



Abundance of DM 
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Thermal Relic 
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As the Universe expands and cools … 
the DM density decreases … 

Density decreases with T 

High density at high T 

No more production,  
but annihilations continue 

No more annihilations,  
as density too low 

and eventually freezes out. 

X X ! SM SM 

SM SM ! X X 
X X ! SM SM 
SM SM ! X X 

X X ! SM SM 
SM SM ! X X 



Freeze-out 
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nER
eq = 3ζ(3)gχT

3/(4π2)

nNR
eq = gχ(mT/(2π))3/2exp(−m/T )

d(na3)
a3dt = �σv�

�
n2
eq − n2

�

Two “Tricks”:  1.  Time to Temperature 
2.  x^2 – y^2 = (x+y)(x-y) 



Freeze-out and WIMP Miracle 
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FIG. 1. Evolution of the cosmological WIMP abundance as a
function of x = m/T . Note that the y-axis spans 25 orders of
magnitude. The thick curves show the WIMP mass density,
normalized to the initial equilibrium number density, for
different choices of annihilation cross section �σv� and mass
m. Results form = 100GeV, are shown for weak interactions,
�σv� = 2 × 10−26 cm3s−1, (dashed red), electromagnetic
interactions, �σv� = 2×10−21 cm3s−1 (dot-dashed green), and
strong interactions, �σv� = 2 × 10−15 cm3s−1 (dotted blue).
For the weak cross section the thin dashed curves show the
WIMP mass dependence for m = 103 GeV (upper dashed
curve) and m = 1GeV (lower dashed curve). The solid black
curve shows the evolution of the equilibrium abundance for
m = 100GeV. This figure is an updated version of the figure
which first appeared in Steigman (1979) [11].

where n is the number density of χ’s, a is the cosmological

scale factor, the Hubble parameter H = a
−1

da/dt

provides a measure of the universal expansion rate, and

�σv� is the thermally averaged annihilation rate factor

(“cross section”). For the most part we use natural

units with h̄ ≡ c ≡ k ≡ 1. When χ is extremely

relativistic (T � m), the equilibrium density neq =

3ζ(3)gχT 3
/(4π2

), where ζ(3) ≈ 1.202. In contrast, when

χ is non-relativistic (T <∼ m), its equilibrium abundance

is neq = gχ (mT/(2π))3/2 exp(−m/T ). If χ could be

maintained in equilibrium, n = neq and its abundance

would decrease exponentially. However, when the χ
abundance becomes very small, equilibrium can no longer

be maintained (the χ’s are so rare they can’t find each

other to annihilate) and their abundance freezes out.

This process is described next.

We begin by referring to Fig. 1, where the evolution

of the mass density of WIMPs of mass m, normalized

to the initial equilibrium WIMP number density, is

shown as a function of x = m/T , which is a proxy for

“time”, for different values of �σv�. With this definition,

the final asymptotic value is proportional to the relic

abundance, as will be seen later. Later in this section

it is explained how this evolution is calculated, but first

we call attention to some important features. During

the early evolution when the WIMP is relativistic (T >∼
m), the production and annihilation rates far exceed

the expansion rate and n = neq is a very accurate,

approximate solution to Eq. (1). It can be seen in Fig. 1

that, even for T <∼ m, the actual WIMP number density

closely tracks the equilibrium number density (solid black

curve). As the Universe expands and cools and T drops

further below m, WIMP production is exponentially

suppressed, as is apparent from the rapid drop in neq.

Annihilations continue to take place at a lowered rate

because of the exponentially falling production rate. At

this point, equilibrium can no longer be maintained and,

n deviates from (exceeds) neq. However, even for T <∼ m,

the annihilation rate is still very fast compared to the

expansion rate and n continues to decrease, but more

slowly than neq. For some value of T � m, WIMPs

become so rare that residual annihilations also cease and

their number in a comoving volume stops evolving (they

“freeze out”), leaving behind a thermal relic.

It is well known that weak-scale cross sections

naturally reproduce the correct relic abundance in the

Universe, whereas other stronger (or weaker) interactions

do not. This is a major motivation for WIMP dark

matter. Note that while for “high” masses (m >∼ 10 GeV)

the relic abundance is insensitive to m, for lower

masses the relic abundance depends sensitively on mass,

increasing (for the same value of �σv�) by a factor of two.

There are two clearly separated regimes in this

evolution – “early” and “late”. The evolution

equation (Eq. (1)) can be solved analytically by different
approximations in these two regimes. During the

early evolution, when the actual abundance tracks the

equilibrium abundance very closely (n ≈ neq), the rate

of departure from equilibrium, d(n − neq)/dt, is much

smaller than the rate of change of dneq/dt. In the late

phase, where n � neq, the equilibrium density neq may

be ignored compared to n and Eq. (1) may be integrated

directly. This strategy allows the evolution to be solved

analytically in each of the two regimes and then joined

at an intermediate matching point which we call x∗.
Because the deviation from equilibrium, (n − neq), is

growing exponentially for x ≈ x∗, the value of x∗ is

relatively insensitive (logarithmically sensitive) to the

choice of (n− neq)∗.

Since the dynamics leading to freeze out occurs during

the early, radiation dominated (ρ = ρR) evolution of the

Universe, it is useful to recast physical quantities in terms

of the cosmic background radiation photons. The total

radiation density may be written in terms of the photon

energy density (ργ) as ρ = (gρ/gγ)ργ where, gρ counts

the relativistic (m < T ) degrees of freedom contributing

to the energy density,

gρ ≡
�

B

gB

�
TB

Tγ

�4

+
7

8

�

F

gF

�
TF

Tγ

�4

. (2)

Zeldovich (1965), Chiu (1966), Lee and Weinberg (1977), Hut (1977), Wolfram (1979), Steigman (1979) 
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Weak Cross Sections lead to Correct Relic Density 
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the large factor 1 + α∗(Γ/H)∗ � 1 (see the dotted blue
curves in Fig. 4), with most of the residual annihilations
occurring for T∗ ≥ T >∼ T∗/2. Thus, it is expected that
the value of (Γ/H)∗ will have an impact on the predicted
relic density. Note that previous studies have ignored
the 1 in the denominator of Eq. (17) and have assumed
that α∗ = 1. These approximations incur an error of
∼ 3 − 5% and can affect the calculation substantially,
especially for masses in the range 1− 10GeV, where the
impact of the changing values of g(T ) is large. As may be
seen from Fig. 4, both (Γ/H)∗ and α∗ depend strongly on
mass. Our analytical framework takes these effects into
account.

3. Relic Abundance

Having determined Yf , (see Eq. (17)), calculating the
relic abundance is straightforward. The frozen out
WIMP abundance Yf is equal to the present day WIMP
abundance (Yf = Y0), so that the cosmological WIMP
mass fraction is

Ω =
mYf s0

ρcrit

=
8πG

3H2
0

�
mH∗s0
�σv�s∗

��
(Γ/H)∗

1 + α∗(Γ/H)∗

�
, (19)

resulting in

Ωh2 =
9.92× 10−28

�σv�

�
x∗

g
1/2
∗

��
(Γ/H)∗

1 + α∗(Γ/H)∗

�
. (20)

Note that this result has no explicit mass dependence
but x∗, g∗, andα∗, and (Γ/H)∗ are all mass-dependent.
Recall that the units for units for �σv�, here and
elsewhere, are cm3s−1. For 10−1 ≤ m (GeV) ≤ 104

we find that 0.97 <∼ (Γ/H)∗/(1 + α∗(Γ/H)∗) <∼ 1.07,
varying noticeably with mass, as shown in Fig. 4. In most
previous analyses the term involving (Γ/H)∗ in Eq. (20)
is either ignored or assumed to be unity. This small but
non-negligible effect is relevant for the low mass regime,
that is currently of great interest, and retaining it we find

1026�σv� = 0.902

�
0.11

Ωh2

��
x∗

g
1/2
∗

��
(Γ/H)∗

1 + α∗(Γ/H)∗

�
.

(21)
This result for �σv� as a function of the WIMP mass,
assuming the a best-fit value for Ωh2 = 0.11, is shown as
the dashed (red) curve in Fig. 5. This general result for
the relic abundance of a thermal WIMP, whether or not
it is a dark matter candidate, derived by an approximate
analytic approach to solving the evolution equation [6, 11]
agrees to better than ∼ 3% with the results of the
direct numerical integration of the evolution equation
(solid black curve in Fig. 5) described below in §II C.
For analytic results accurate to ∼ 5%, the last factor
in Eq. (21) may be approximated by 1.02.

〈σ
v
〉 

[1
0

-2
6
 c

m
3
s-1

]

m [GeV]

Numerical

Analytical

 0

 1

 2

 3

 4

 5

 6

10
-1

10
0

10
1

10
2

10
3

10
4

Canonical

This result

FIG. 5. The thermal annihilation cross section required for
Ωχh

2 = 0.11 as a function of the mass for a Majorana
WIMP. The solid (black) curve is from numerical integration
of the evolution equation and the dashed (red) curve is for
the approximate analytic solution in Eq. (20). Note that the
agreement between analytical and numerical results is better
than ∼ 3%. For comparison, the thin horizontal line shows
the canonical value �σv� = 3× 10−26 cm3s−1.

C. Numerical Results and Discussion

To compare with the approximate analytic results
we have calculated the relic abundance by numerically
integrating the WIMP evolution equation, Eq. (5). We
transform this equation into a simple dimensionless form,

dY

dx
= λ

�
1 +

1

3

d(lngs)

d(lnT )

�
gs

g
1/2
ρ

1

x2
(Y 2

eq − Y
2), (22)

where λ ≡ 2.76 × 1035m�σv� and Yeq =
0.145 (gχ/gs)x3/2e−x (m is in GeV and �σv� in cm3s−1).
An approximation made here is to use the non-relativistic
expression for neq in Yeq. This has negligible impact on
our results. For m in the range 10−1 − 10 4 GeV and
�σv� in the range 10−26 − 10−25 cm3s−1, λ has values in
the range 108 − 1014. The equation to be integrated is
therefore numerically stiff. We find it useful to make the
replacement W = lnY and to integrate

dW

dx
=

λ

x2

�
1 +

1

3

d(lngs)

d(lnT )

�
gs

g
1/2
ρ

(e(2Weq−W ) − eW ) , (23)

where W does not change by many orders of magnitude
over the range of integration. This significantly reduces
the computational effort. In particular, one can work
with lower precision and still determine the solution quite
accurately.
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FIG. 5. The thermal annihilation cross section required for
Ωχh

2 = 0.11 as a function of the mass for a Majorana
WIMP. The solid (black) curve is from numerical integration
of the evolution equation and the dashed (red) curve is for
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agreement between analytical and numerical results is better
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C. Numerical Results and Discussion

To compare with the approximate analytic results
we have calculated the relic abundance by numerically
integrating the WIMP evolution equation, Eq. (5). We
transform this equation into a simple dimensionless form,
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0.145 (gχ/gs)x3/2e−x (m is in GeV and �σv� in cm3s−1).
An approximation made here is to use the non-relativistic
expression for neq in Yeq. This has negligible impact on
our results. For m in the range 10−1 − 10 4 GeV and
�σv� in the range 10−26 − 10−25 cm3s−1, λ has values in
the range 108 − 1014. The equation to be integrated is
therefore numerically stiff. We find it useful to make the
replacement W = lnY and to integrate

dW
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λ

x2
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1 +

1
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d(lnT )

�
gs

g
1/2
ρ

(e(2Weq−W ) − eW ) , (23)

where W does not change by many orders of magnitude
over the range of integration. This significantly reduces
the computational effort. In particular, one can work
with lower precision and still determine the solution quite
accurately.
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∆ is initially very small, but, as may be seen

from Fig. 3, as x increases, ∆ increases exponentially,

eventually approaching O(1). Beyond this point the

approximations (∆, d∆/dx � 1) leading to Eq. (12)

break down. Therefore, the above analysis can only be

valid for x <∼ x∗, where ∆ <∼ O(1). We define x∗ by

setting the left hand side of Eq. (12) to 1 when x = x∗,

∆(x∗) (2 +∆(x∗))

(1 +∆(x∗))
= 1 , (13)

resulting in ∆∗ ≡ ∆(x∗) = (
√
5 − 1)/2 ≈ 0.618. Our

results for T∗ (x∗) and for �σv� depend logarithmically

on this choice of ∆∗. Some alternative choices are

∆∗ = 1/2 or ∆∗ =
√
2 − 1. We explicitly verified

that these alternate choices would change our result for

�σv� by ∼ ±0.1% .

The solution for x∗ from Eq. (12) for ∆∗ = 0.618 is

x∗ + ln(x∗ − 1.5)− 0.5 lnx∗ =

20.5 + ln(10
26�σv�) + lnm− 0.5 ln g∗. (14)

This equation is solved iteratively for x∗ as a function

of the WIMP mass m (in GeV), �σv�, and g∗. If T∗ =

m/x∗ is close to the region where d(lng)/d(lnT) ∼ 1, e.g.,
close to the temperature of the quark hadron transition,

Eq. (11) can be solved iteratively (with d∆/dx = 0), for

a more accurate result.

In Fig. 4, the result for x∗ is shown by the dashed

(red) curve. This has been done iteratively, choosing

the value of �σv� required to produce the correct relic

abundance Ωh2 = 0.11. Once x∗ is found, T∗ = m/x∗

is determined and g∗ = g(T∗) may be evaluated; g
1/2
∗ is

shown as a function of the WIMP mass by the dot-dashed

(green) curve in Fig. 4. In Fig. 4 we also show the ratio

of the annihilation rate to the expansion rate, (Γ/H)∗ as

a function of the WIMP mass (the dotted blue curves).

We calculated (Γ/H)∗ at two different levels of accuracy.
First, (Γ/H)∗ was calculated assuming the logarithmic

changes in g to be negligible. This allowed us to rewrite

Eq. (11) as (Γ/H)∗ = (1 + ∆∗)(x∗ − 3/2). This result

is plotted as the upper curve. We calculated a more

precise result by including the effect of d(ln g)/d(lnT ),

which is shown by the lower curve. Note that (Γ/H)∗
is much larger than 1, meaning that when x = x∗,
the annihilation rate far exceeds the expansion rate and

significant annihilations occur for x >∼ x∗; freeze out does
not occur when x = x∗.

2. Approach to Freeze-Out

For x > x∗ (for temperatures T < T∗), ∆ increases

rapidly (exponentially) so that Y � Yeq, greatly

simplifying the evolution equation to

dY

dx
= −s�σv�

Hx

�
1 +

1

3

d(ln g)

d(lnT )

�
Y

2
. (15)
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FIG. 4. The matching point, x∗ (dashed red), is shown for

WIMP masses from 100 MeV to 10 TeV, along with g
1/2
∗

(dot-dashed green) and (Γ/H)∗, the ratio of the annihilation
rate to the expansion rate evaluated at T = T∗ without
the logarithmic corrections (dotted blue, upper) and with
the logarithmic corrections (dotted blue, lower). Also shown
(solid black) is 50α∗ (see Eq. (18)). See the text for details.

This equation can be integrated from x = x∗ to freeze

out x = xf ,

� Yf

Y∗

dY

Y 2
= −

� xf

x∗

dx
s�σv�
Hx

�
1 +

1

3

d(ln g)

d(lnT )

�
. (16)

Using s�σv�/(Hx) ∝ √
g/x

2,

Yf

Y∗
=

1

1 + α∗ (Γ/H)∗
, (17)

where

α∗ ≡
� T∗

Tf

dT

T∗

�
g

g∗

�
1 +

1

3

d(ln g)

d(lnT )

�
. (18)

The integral α∗ includes the effect of the changing values

of g(T ) and can be evaluated numerically. Although,

strictly speaking, Tf should be taken to be the present

temperature, we evaluate it by assuming that Tf =

T∗/100 (most of the contribution to the integral comes

from T∗/2 <∼ T <∼ T∗). In Fig. 4, α∗ is shown by the solid

(black) curve, multiplied by 50 for legibility, as a function

of WIMP mass.

It should be emphasized that in this analysis the

relic abundance does not freeze out when T = T∗.
Ongoing annihilations between T = T∗, where (Γ/H)∗ �
1, and freeze out at temperature T = Tf , where

(Γ/H)f � 1, further reduce the WIMP abundance by

6
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is much larger than 1, meaning that when x = x∗,
the annihilation rate far exceeds the expansion rate and

significant annihilations occur for x >∼ x∗; freeze out does
not occur when x = x∗.

2. Approach to Freeze-Out

For x > x∗ (for temperatures T < T∗), ∆ increases

rapidly (exponentially) so that Y � Yeq, greatly

simplifying the evolution equation to

dY

dx
= −s�σv�

Hx

�
1 +

1

3

d(ln g)

d(lnT )

�
Y

2
. (15)
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FIG. 4. The matching point, x∗ (dashed red), is shown for

WIMP masses from 100 MeV to 10 TeV, along with g
1/2
∗

(dot-dashed green) and (Γ/H)∗, the ratio of the annihilation
rate to the expansion rate evaluated at T = T∗ without
the logarithmic corrections (dotted blue, upper) and with
the logarithmic corrections (dotted blue, lower). Also shown
(solid black) is 50α∗ (see Eq. (18)). See the text for details.

This equation can be integrated from x = x∗ to freeze

out x = xf ,

� Yf

Y∗

dY

Y 2
= −

� xf

x∗

dx
s�σv�
Hx

�
1 +

1

3

d(ln g)

d(lnT )

�
. (16)

Using s�σv�/(Hx) ∝ √
g/x

2,

Yf

Y∗
=

1

1 + α∗ (Γ/H)∗
, (17)

where

α∗ ≡
� T∗

Tf

dT

T∗

�
g

g∗

�
1 +

1

3

d(ln g)

d(lnT )

�
. (18)

The integral α∗ includes the effect of the changing values

of g(T ) and can be evaluated numerically. Although,

strictly speaking, Tf should be taken to be the present

temperature, we evaluate it by assuming that Tf =

T∗/100 (most of the contribution to the integral comes

from T∗/2 <∼ T <∼ T∗). In Fig. 4, α∗ is shown by the solid

(black) curve, multiplied by 50 for legibility, as a function

of WIMP mass.

It should be emphasized that in this analysis the

relic abundance does not freeze out when T = T∗.
Ongoing annihilations between T = T∗, where (Γ/H)∗ �
1, and freeze out at temperature T = Tf , where

(Γ/H)f � 1, further reduce the WIMP abundance by

Steigman, Dasgupta, Beacom (2012) 

Effect of  
Time-varying d.o.f 
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the large factor 1 + α∗(Γ/H)∗ � 1 (see the dotted blue
curves in Fig. 4), with most of the residual annihilations
occurring for T∗ ≥ T >∼ T∗/2. Thus, it is expected that
the value of (Γ/H)∗ will have an impact on the predicted
relic density. Note that previous studies have ignored
the 1 in the denominator of Eq. (17) and have assumed
that α∗ = 1. These approximations incur an error of
∼ 3 − 5% and can affect the calculation substantially,
especially for masses in the range 1− 10GeV, where the
impact of the changing values of g(T ) is large. As may be
seen from Fig. 4, both (Γ/H)∗ and α∗ depend strongly on
mass. Our analytical framework takes these effects into
account.

3. Relic Abundance

Having determined Yf , (see Eq. (17)), calculating the
relic abundance is straightforward. The frozen out
WIMP abundance Yf is equal to the present day WIMP
abundance (Yf = Y0), so that the cosmological WIMP
mass fraction is

Ω =
mYf s0

ρcrit

=
8πG

3H2
0

�
mH∗s0
�σv�s∗

��
(Γ/H)∗

1 + α∗(Γ/H)∗

�
, (19)

resulting in

Ωh2 =
9.92× 10−28

�σv�

�
x∗

g
1/2
∗

��
(Γ/H)∗

1 + α∗(Γ/H)∗

�
. (20)

Note that this result has no explicit mass dependence
but x∗, g∗, andα∗, and (Γ/H)∗ are all mass-dependent.
Recall that the units for units for �σv�, here and
elsewhere, are cm3s−1. For 10−1 ≤ m (GeV) ≤ 104

we find that 0.97 <∼ (Γ/H)∗/(1 + α∗(Γ/H)∗) <∼ 1.07,
varying noticeably with mass, as shown in Fig. 4. In most
previous analyses the term involving (Γ/H)∗ in Eq. (20)
is either ignored or assumed to be unity. This small but
non-negligible effect is relevant for the low mass regime,
that is currently of great interest, and retaining it we find

1026�σv� = 0.902

�
0.11

Ωh2

��
x∗

g
1/2
∗

��
(Γ/H)∗

1 + α∗(Γ/H)∗

�
.

(21)
This result for �σv� as a function of the WIMP mass,
assuming the a best-fit value for Ωh2 = 0.11, is shown as
the dashed (red) curve in Fig. 5. This general result for
the relic abundance of a thermal WIMP, whether or not
it is a dark matter candidate, derived by an approximate
analytic approach to solving the evolution equation [6, 11]
agrees to better than ∼ 3% with the results of the
direct numerical integration of the evolution equation
(solid black curve in Fig. 5) described below in §II C.
For analytic results accurate to ∼ 5%, the last factor
in Eq. (21) may be approximated by 1.02.
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FIG. 5. The thermal annihilation cross section required for
Ωχh

2 = 0.11 as a function of the mass for a Majorana
WIMP. The solid (black) curve is from numerical integration
of the evolution equation and the dashed (red) curve is for
the approximate analytic solution in Eq. (20). Note that the
agreement between analytical and numerical results is better
than ∼ 3%. For comparison, the thin horizontal line shows
the canonical value �σv� = 3× 10−26 cm3s−1.

C. Numerical Results and Discussion

To compare with the approximate analytic results
we have calculated the relic abundance by numerically
integrating the WIMP evolution equation, Eq. (5). We
transform this equation into a simple dimensionless form,

dY

dx
= λ

�
1 +

1

3

d(lngs)

d(lnT )

�
gs

g
1/2
ρ

1

x2
(Y 2

eq − Y
2), (22)

where λ ≡ 2.76 × 1035m�σv� and Yeq =
0.145 (gχ/gs)x3/2e−x (m is in GeV and �σv� in cm3s−1).
An approximation made here is to use the non-relativistic
expression for neq in Yeq. This has negligible impact on
our results. For m in the range 10−1 − 10 4 GeV and
�σv� in the range 10−26 − 10−25 cm3s−1, λ has values in
the range 108 − 1014. The equation to be integrated is
therefore numerically stiff. We find it useful to make the
replacement W = lnY and to integrate

dW

dx
=

λ

x2

�
1 +

1

3

d(lngs)

d(lnT )

�
gs

g
1/2
ρ

(e(2Weq−W ) − eW ) , (23)

where W does not change by many orders of magnitude
over the range of integration. This significantly reduces
the computational effort. In particular, one can work
with lower precision and still determine the solution quite
accurately.
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FIG. 2. The effective number of interacting (thermally
coupled), relativistic degrees of freedom, g, as a function of
the temperature for 1MeV ≤ T ≤ 1TeV (adapted from Laine
and Schroeder [46]).

where Γeq ≡ neq�σv� = Yeqs�σv� and

Γeq/H = 8.00× 1034m�σv�x1/2
e
−x

g
−1/2

, (9)

where m is in GeV, and �σv� is in cm3s−1. We
use these units throughout this section, and wherever
it is unstated, this should be assumed. Now, since
Yeq ∝ x

3/2
e
−x

/g,

d(lnYeq)

d(lnx)
= −

�
x− 3/2 +

d(ln g)

d(lnx)

�
. (10)

This allows us to rearrange Eq. (8) as

∆(2 +∆)

(1 +∆)
=

x− 3/2− d(ln g)

d(lnT )
− d(ln(1 +∆))

d(lnx)
Γeq

H

�
1 +

1

3

d(ln g)

d(lnT )

� . (11)

Note that although the logarithmic derivative of g with
respect to T in the denominator on the right hand
side has been noted before [14], the third term in the
numerator, involving the same derivative, has not been
considered in previous treatments. If freeze out occurs in
a temperature regime where g is changing, both of these
terms are equally important.

If the WIMP is close to equilibrium, i.e., ∆, d∆/dx �
1, the fourth term in the numerator of Eq. (11) can be

∆
 =

 (
Y

-Y
eq

)/
Y

eq

x=m/T

∆ = ∆*

x
*
 =

 2
2
.2

x
*
 =

 2
2
.6

Numerical

Analytical
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FIG. 3. Evolution of the departure of the WIMP abundance
from the equilibrium abundance, ∆, for x close to x∗. The
departure from the equilibrium value is shown as a function
of x, calculated numerically (solid black), and analytically
(dashed red) using Eq. (12), for an illustrative case with
m = 100GeV and �σv� = 2.2× 10−26 cm3s−1. The analytical
approximation ignores d∆/dx (see Eq. (11)), leading to an
underestimate of x∗ by ∼ 2%. See the text for details.

ignored2. If, further, the terms involving the logarithmic
derivative of g with T are ignored and Eq. (9) is used,

∆(2 +∆)

(1 +∆)
≈ 1.25× 10−35

g
1/2

�σv�m

�
(x− 3/2)ex

x1/2

�
. (12)

Comparison with the results from the numerical
integration of the evolution equation confirms that the
neglect of the logarithmic derivative of g introduces an
error which is < 1%, except when the approach to freeze
out occurs close to the quark hadron transition. As in
almost all previous analytic analyses, it can be assumed
that (x−3/2)/x1/2 ≈ x

1/2, introducing a very small error
of order ∼ 0.1− 1%.
The departure from equilibrium, ∆, is shown as a

function of x in Fig. 3 for an illustrative case with m =
100GeV and �σv� = 2.2×10−26 cm3s−1. The numerically
calculated value (solid black curve) is lower than the
analytical prediction using Eq. (12) (dashed red curve).
This is because the analytical approximation ignores
d∆/dx in Eq. (11), which is not completely negligible. As
a result the analytical prediction for ∆ (dashed red curve
in Fig. 3) overshoots the true value (solid black curve in
Fig. 3), leading to an underestimate of x∗ by about 2%.

2 Since ∆ is increasing exponentially, this neglect becomes a poor
approximation when ∆ >∼ O(1).
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FIG. 6. Comparison of the Fermi-LAT limits on the thermal
WIMP annihilation cross section into particular channels
(the regions above the colored curves are ruled out at 95%
c.l.) with the relic annihilation cross section calculated for
Ωh2 = 0.11 (solid black). Constraints from the Milky Way
for uū (dotted blue); constraints from dwarf galaxies for bb̄
(dashed red), and τ+τ− (dot-dashed green); constraints from
cosmology for µ+µ− (dot-dot-dashed yellow).

are ruled out for the τ+τ− channel, and in the range

10− 17GeV, for the bb̄ channel (compare the dot-dashed

green or dashed red curves, respectively, to the solid black

curves). These mass limits are a factor of ∼ 2 weaker

than those by Geringer-Sameth and Koushiappas [21] or

the Fermi-LAT collaboration [22], as a direct result of the

nearly 40% reduction in the thermal annihilation cross

section pointed out in this paper.

Note that for the above limits from the diffuse flux and

from dwarf galaxies, the analyses have been limited to

higher energy gamma rays, resulting in the sharp cut-

offs to the limits at low masses shown in Fig. 6. In

general, these cut-offs are above the kinematic thresholds

for the corresponding channels. Usually, lowering the

threshold would have no advantage and would simply

lead to worse detector performance. In this case however,

the larger cross sections at lower masses that we have

pointed out here should make it easier to extend the

gamma ray analyses to lower energies, corresponding to

smaller WIMP masses, where, although the backgrounds

are higher, so too is the expected flux from WIMP

annihilation.

Cosmological constraints from reionization and

recombination disfavor low mass WIMPs [37–39]. If the

DM is a thermal WIMP, as we have assumed, our results

here imply that the cosmological constraints are stronger

than those using the canonical value of �σv� (compare

the dot-dot-dashed yellow curve to the solid black curve,

instead of the horizontal grey curve). These constraints

may, however, be evaded if the annihilation is primarily

to neutrinos, where the limits are weaker [40–43]. In

addition, the cosmological constraints are indirect and

depend on different assumptions.

Direct detection experiments, e.g., DAMA/LIBRA,

CoGeNT, CRESST-II etc. [27–30], which involve WIMP

scattering on nuclei prefer the 1 − 10GeV region,

but relating the WIMP scattering cross section to the

annihilation cross section is model dependent. However,

for any given model the annihilation cross section can be

related to the scattering cross section, e.g., [57, 58]. It

is important to note that models designed to explain the

CoGeNT and DAMA results must now do so without

exceeding the branching fraction for annihilation into

u, d, quarks allowed by the above constraints which

follow from the annihilation cross section required to

account for the thermal relic abundance. These results

can also be interpreted as setting an upper limit to

the allowed branching ratio for annihilations to the

light quark channels. This will set constraints on the

detailed particle physics models. For example, we find

that for the models considered by Keung et al. [58],

CoGeNT prefers values of �σv� which are in the 10
−27 −

10
−25

cm
3
s
−1

range. Therefore, a large fraction of

the non-universal scalar models considered in [58] are

disfavored as thermal DM.

Gamma ray fluxes from dark matter annihilation

in clusters of galaxies are expected to be too small

to be detected by ∼ 2 − 3 orders of magnitude,

but substructure of very high density on scales

smaller than those observed, or normally probed by

N-body simulations, could significantly enhance the

annihilation rate, increasing the resulting gamma ray

flux dramatically. Adopting such model dependent, small

scale halo structure in the analyses of the flux of gamma

rays from nearby galaxy clusters leads to stringent limits

to �σv� [23, 24]. If the possible substructure is included

according to Han et al. [25], the limits in the µ+µ−
and

bb̄ channels may now be below the total annihilation

cross section needed to reproduce the relic abundance

of WIMPs for WIMP masses in the range ∼ 5− 40 GeV.

The recent frenzy of activity suggesting values of �σv�
close to that predicted for a thermal relic, along with

the prospect of new gamma ray data, provided the

stimulus for our revisiting the relic abundance analysis

and quantifying the approximations and uncertainties.

It is clear that the available limits need to be

interpreted carefully. Astrophysical uncertainties on

these constraints can be as large as an order of

magnitude, but the precise quantitative relation between

�σv� and the relic abundance can also have a strong

impact on conclusions inferred from them. In the

future, these analyses will be extended to all possible

channels (particularly to those involving lighter quarks

and leptons), and the limits will be combined to obtain

a lower bound to the WIMP mass, assuming that it

annihilates into observable channels, and no signal is
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Aidnogenesis 
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DM asymmetry created via  

new sphalerons which partially transfer  
lepton asymmetry created by leptogenesis  
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A specific model 

•  Extend each SM 
generation with a NR 
and XR 

•  Connect the right 
fermions with a SU(2)H 

•  Give SU(3)DC to XR 

•  No triangle anomalies 
or Witten anomaly 

•  (L=(B and (L=(B/2=(X 
•  (X/(B = -11/14, 

MX=5.94±0.42 GeV 
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R ∼ 1yr−1 N

ton

ρ

GeVcm−3

100GeV

m

σ

10−42 cm2

�v�
100 km/s

Q = (1− cos θ)µ2v2/A ∼ (1− 100) keV

Very low signal rates with very low energies! 
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The world wide dark matter search
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Direct Detection Experiments 
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Modulation: DAMA/LIBRA, CoGeNT 

DAMA/LIBRA (250 kg NaI, 0.82 tons-year):   
8.9-σ effect

CoGeNT (330 g HPGe, 450 d): 2.8-σ effect

Origin of the time variation in the observed rate 
- unclear!
Movement of the Earth-Sun system through 
the dark matter halo?
Environmental?

2-4 keV

R.Bernabei et al, Eur.Phys.J. C67 (2010)

DAMA/LIBRA

CoGeNT

CDMS

arXiv:1203.1309
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0

FIG. 1. (color online) The rate of CDMS II nuclear-recoil
band events is shown for the 5.0–11.9 keVnr interval (dark
blue), after subtracting the best-fit unmodulated rate, Γd,
for each detector. The horizontal bars represent the time
bin extents, the vertical bars show ±1σ statistical uncertain-
ties (note that one CDMS II time bin is of extremely short
duration). The CoGeNT rates (assuming a nuclear-recoil en-
ergy scale) and maximum-likelihood modulation model in this
energy range (light orange) are shown for comparison. The
CDMS exposure starts in late 2007, while the CoGeNT expo-
sure starts in late 2009.

rates in this energy range with amplitudes greater than

0.06 [keVnr kg day]−1 are excluded at the 99% C.L.

For comparison, a similar analysis was carried out us-

ing the publicly available CoGeNT data [19]. Our analy-

sis of CoGeNT data is consistent with previously pub-

lished analyses [6, 7, 14]. Figure 3 shows the modu-

lated spectrum of both CDMS II and CoGeNT, assum-

ing the phase (106 days) which best fits the CoGeNT

data over the full CoGeNT energy range. Compatibil-

ity between the annual modulation signal of CoGeNT

and the absence of a significant signal in CDMS is de-

termined by a likelihood-ratio test, which involves cal-

culating λ ≡ L0/L1, where L0 is the combined max-

imum likelihood of the CoGeNT and CDMS data as-

suming both arise from the same simultaneous best-fit

values of M and φ, while L1 is the product of the maxi-

mum likelihoods when the best-fit values are determined

for each dataset individually. The probability distribu-

tion function of −2 lnλ was mapped using simulation,

and agreed with the χ2 distribution with two degrees

of freedom, as expected in the asymptotic limit of large

statistics and away from physical boundaries. The simu-

lation found only 82 of the 5×103 trials had a likelihood

ratio more extreme than was observed for the two ex-

periments, confirming the asymptotic limit computation

which indicated 98.3% C.L. incompatibility between the

annual-modulation signals of CoGeNT and CDMS for the

5.0–11.9 keVnr interval.

We extend this analysis by applying the same method

to CDMS II single-scatter and multiple-scatter events

without applying the ionization-based nuclear-recoil cut.

These samples are both dominated by electron recoils.

Figure 4 shows the confidence intervals for the allowed
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FIG. 2. (color online) Allowed regions for annual modulation
of CoGeNT (light orange) and the CDMS II nuclear-recoil
sample (dark blue), for the 5.0–11.9 keVnr interval. In this
and the following polar plot, a phase of 0 corresponds to Jan-
uary 1st, the phase of a modulation signal predicted by generic
halo models (152.5 days) is highlighted by a dashed line, and
68% (thickest), 95%, and 99% (thinnest) C.L. contours are
shown.
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FIG. 3. (color online) Amplitude of modulation vs. energy,
showing maximum-likelihood fits for both CoGeNT (light or-
ange circles, 68% confidence interval shown with vertical line)
and CDMS nuclear-recoil singles (dark blue rectangles, 68%
confidence interval given by rectangle height). The phase that
best fits CoGeNT over all energies (106 days) was chosen for
this representation. The upper horizontal scale shows the
electron-recoil-equivalent energy scale for CoGeNT events.
The 5–11.9 keVnr energy range over which this analysis over-
laps with the low-energy channel of CoGeNT has been divided
into 3 (CDMS) and 6 (CoGeNT) equal-sized bins.
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XENON100: Latest Results
Exposure:  ~ 1471 kg-days (48 kg fiducial mass); January - June 2010

Signal region: 3 events observed
Expected backgrounds:
1.8 ± 0.6 gamma leakage events
0.1 ± 0.08 ± 0.04 neutron events
(28% Poisson probability to see 3 events when ~ 2 
are expected)

Green/yellow bands:
1- and 2-! expectation, based on zero signal
Limit (dark blue): 
1.5 - 2 ! worse, given 2 events at high S1
Limit at MW = 50 GeV: 7 x 10-45 cm2 (90% C.L.) 

WIMPs are assumed to be distributed in an isothermal halo
with v0 ¼ 220 km=s, Galactic escape velocity vesc ¼
ð544þ64

$46Þ km=s, and a density of !" ¼ 0:3 GeV=cm3.
The S1 energy resolution, governed by Poisson fluctuations
of the PE generation in the PMTs, is taken into account.

Uncertainties in the energy scale as indicated in Fig. 1, in
the background expectation, and in vesc are profiled out
and incorporated into the limit. The resulting 90% con-
fidence level (C.L.) limit is shown in Fig. 5 and has a
minimum# ¼ 7:0& 10$45 cm2 at a WIMP mass ofm" ¼
50 GeV=c2. The impact of Leff data below 3 keVnr is
negligible at m" ¼ 10 GeV=c2. The sensitivity is the ex-
pected limit in absence of a signal above background and is
also shown in Fig. 5. Because of the presence of two events
around 30 keVnr, the limit at higher m" is weaker than
expected. Within the systematic differences of the meth-
ods, this limit is consistent with the one from the optimum
interval analysis, which calculates the limit based only
on events in the WIMP search region. Its acceptance-
corrected exposure, weighted with the spectrum of am" ¼
100 GeV=c2 WIMP, is 1471 kg days. This result excludes
a large fraction of previously unexplored WIMP parameter
space, and cuts into the region where supersymmetric
WIMP dark matter is accessible by the LHC [19].
Moreover, the new result challenges the interpretation of
the DAMA [20] and CoGeNT [21] results as being due to
light mass WIMPs.
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48 kg fiducial volume (blue dashed line) and the TPC dimen-
sions (gray line) are also indicated.
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FIG. 5 (color online). Spin-independent elastic WIMP-
nucleon cross section # as a function of WIMP mass m". The

new XENON100 limit at 90% C.L., as derived with the profile
likelihood method taking into account all relevant systematic
uncertainties, is shown as the thick (blue) line together with the
expected sensitivity of this run (green-yellow band). The
limits from XENON100 (2010) [7], EDELWEISS (2011) [6],
CDMS (2009) [5] (recalculated with vesc ¼ 544 km=s, v0 ¼
220 km=s), CDMS (2011) [22], and XENON10 (2011) [23]
are also shown. Expectations from CMSSM are indicated at
68% and 95% C.L. (shaded gray [19], gray contour [24]), as well
as the 90% C.L. areas favored by CoGeNT [21] and DAMA (no
channeling) [20].
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Sizing-up the WIMPs of Milky Way : Deriving the velocity distribution of Galactic Dark

Matter particles from the rotation curve data
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1AstroParticle Physics & Cosmology Division and Centre for AstroParticle Physics,
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The velocity distribution function (VDF) of the hypothetical Weakly Interacting Massive Particles
(WIMPs), currently the most favored candidate for the Dark Matter (DM) in the Galaxy, is deter-
mined directly from the rotation curve data of the Galaxy assuming isotropic VDF. This is done by
“inverting” — using Eddington’s method — the Navarro-Frenk-White universal density profile of
the DM halo of the Galaxy, the parameters of which are determined, by using Markov Chain Monte
Carlo (MCMC) technique, from a recently compiled set of observational data on the Galaxy’s rota-
tion curve extended to distances well beyond the visible edge of the disk of the Galaxy. The derived
most-likely local isotropic VDF strongly differs from the Maxwellian form assumed in the “Stan-
dard Halo Model” (SHM) customarily used in the analysis of the results of WIMP direct-detection
experiments. A parametrized (non-Maxwellian) form of the derived most-likely local VDF is given.
The astrophysical “g-factor” that determines the effect of the WIMP VDF on the expected event
rate in a direct-detection experiment can be lower for the most-likely VDF than that for the closest
Maxwellian VDF by as much two orders of magnitude at the lowest WIMP mass threshold of a
typical experiment.

Several experiments worldwide are currently trying to di-
rectly detect the hypothetical Weakly Interacting Massive
Particles (WIMPs), thought to constitute the Dark Mat-
ter (DM) halo of our Galaxy, by looking for nuclear recoil
events due to scattering of WIMPs off nuclei of suitably cho-
sen detector materials in low background underground fa-
cilities. The rate of nuclear recoil events depends crucially
on the local (i.e., solar neighbourhood) density and veloc-
ity distribution of the WIMPs in the Galaxy [1], which are
a priori unknown. Estimates based on a variety of obser-
vational data typically yield values for the local density of
DM, ρDM,", in the range 0.2 – 0.4 GeV cm−3 (5.27× 10−3 –
0.01 M" pc−3) [2]. In contrast, not much knowledge directly
based on observational data is available on the likely form
of the velocity distribution function (VDF) of the WIMPs
in the Galaxy. The standard practice is to use what is of-
ten referred to as the “Standard Halo Model” (SHM), in
which the DM halo of the Galaxy is described as a single-
component isothermal sphere [3], for which the VDF is as-
sumed to be isotropic and of Maxwell-Boltzmann (hereafter
simply “Maxwellian”) form, f(v) ∝ exp(−|v|2/ v02), with a
truncation at an assumed value of the local escape speed,
and with v0 = vc,", the circular rotation velocity at the
location of the Sun. Apart from several theoretical issues
(see, e.g., [4]) concerning the self-consistency of the SHM as
a model of a finite-size, finite-mass DM halo of the Galaxy,
high resolution cosmological simulations of DM halos [5] give
strong indications of significant departure of the VDF from
the Maxwellian. On the other hand, these cosmological sim-
ulations do not yet satisfactorily include the gravitational
effects of the visible matter components of the real Galaxy,
namely, the central bulge and the disk, which provide the
dominant gravitational potential in the inner regions of the
Galaxy including the solar neighborhood region.

The VDF of the DM particles at any location in the
Galaxy is self-consistently related to their spatial density as
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well as to the total gravitational potential, Φ(x), at that
location. For a spherical system of collisionless particles
(WIMPs, for example) with isotropic VDF satisfying the col-
lisionless Boltzmann equation, the Jeans theorem [3] ensures
that the phase space distribution function (PSDF), F(x,v),
depends on the phase space coordinates (x, v) only through
the total energy (per unit mass), E = 1

2v
2 + Φ(r), where

v = |v|, r = |x|. For such a system, given a isotropic spatial
density distribution ρ(r) ≡

∫

d3vF(E), one can get a unique
F by the Eddington formula [3, 6]

F(E) =
1√
8π2

[

∫ E

0

dΨ√
E −Ψ

d2ρ

dΨ2
+

1√
E

(

dρ

dΨ

)

Ψ=0

]

, (1)

whereΨ(r) ≡ −Φ(r)+Φ(r = ∞) is the relative potential and
E ≡ −E+Φ(r = ∞) = Ψ(r)− 1

2v
2 is the relative energy, with

F > 0 for E > 0, and F = 0 for E ≤ 0. The latter condition
implies that at any location r, the VDF, fr(v) = F/ρ(r) ,
has a natural truncation at a maximum value of v, namely,
vmax(r) =

√

2Ψ(r).
Thus, given a isotropic density profile of a set of colli-

sionless particles, we can calculate the VDF, fr(v), using
equation (1) provided the total gravitational potential Φ(r)
in which the particles move is known. A direct observational
probe of Φ(r) is provided by the rotation curve (RC) of the
Galaxy, the circular velocity of a test particle as a function
of the galactocentric distance. In this paper we reconstruct
the total gravitational potential Φ(r) in the Galaxy directly
from the Galactic RC data and then use equation (1) to ob-
tain the VDF, fr(v), of the WIMPs at any location in the
Galaxy [7].
We shall assume that the DM density profile to be used

on the right hand side of equation (1) is of the universal
NFW [9] form, which, when normalized to DM density at
solar location, ρDM,", can be written as

ρDM(r) = ρDM,"

(

R"

r

)(

rs + R"

rs + r

)2

, (2)

where R" is the distance of Sun from the Galactic centre.
The profile (2) has two free parameters, namely, the density
ρDM," and the scale radius rs.
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The velocity distribution function (VDF) of the hypothetical Weakly Interacting Massive Particles
(WIMPs), currently the most favored candidate for the Dark Matter (DM) in the Galaxy, is deter-
mined directly from the rotation curve data of the Galaxy assuming isotropic VDF. This is done by
“inverting” — using Eddington’s method — the Navarro-Frenk-White universal density profile of
the DM halo of the Galaxy, the parameters of which are determined, by using Markov Chain Monte
Carlo (MCMC) technique, from a recently compiled set of observational data on the Galaxy’s rota-
tion curve extended to distances well beyond the visible edge of the disk of the Galaxy. The derived
most-likely local isotropic VDF strongly differs from the Maxwellian form assumed in the “Stan-
dard Halo Model” (SHM) customarily used in the analysis of the results of WIMP direct-detection
experiments. A parametrized (non-Maxwellian) form of the derived most-likely local VDF is given.
The astrophysical “g-factor” that determines the effect of the WIMP VDF on the expected event
rate in a direct-detection experiment can be lower for the most-likely VDF than that for the closest
Maxwellian VDF by as much two orders of magnitude at the lowest WIMP mass threshold of a
typical experiment.

Several experiments worldwide are currently trying to di-
rectly detect the hypothetical Weakly Interacting Massive
Particles (WIMPs), thought to constitute the Dark Mat-
ter (DM) halo of our Galaxy, by looking for nuclear recoil
events due to scattering of WIMPs off nuclei of suitably cho-
sen detector materials in low background underground fa-
cilities. The rate of nuclear recoil events depends crucially
on the local (i.e., solar neighbourhood) density and veloc-
ity distribution of the WIMPs in the Galaxy [1], which are
a priori unknown. Estimates based on a variety of obser-
vational data typically yield values for the local density of
DM, ρDM,", in the range 0.2 – 0.4 GeV cm−3 (5.27× 10−3 –
0.01 M" pc−3) [2]. In contrast, not much knowledge directly
based on observational data is available on the likely form
of the velocity distribution function (VDF) of the WIMPs
in the Galaxy. The standard practice is to use what is of-
ten referred to as the “Standard Halo Model” (SHM), in
which the DM halo of the Galaxy is described as a single-
component isothermal sphere [3], for which the VDF is as-
sumed to be isotropic and of Maxwell-Boltzmann (hereafter
simply “Maxwellian”) form, f(v) ∝ exp(−|v|2/ v02), with a
truncation at an assumed value of the local escape speed,
and with v0 = vc,", the circular rotation velocity at the
location of the Sun. Apart from several theoretical issues
(see, e.g., [4]) concerning the self-consistency of the SHM as
a model of a finite-size, finite-mass DM halo of the Galaxy,
high resolution cosmological simulations of DM halos [5] give
strong indications of significant departure of the VDF from
the Maxwellian. On the other hand, these cosmological sim-
ulations do not yet satisfactorily include the gravitational
effects of the visible matter components of the real Galaxy,
namely, the central bulge and the disk, which provide the
dominant gravitational potential in the inner regions of the
Galaxy including the solar neighborhood region.

The VDF of the DM particles at any location in the
Galaxy is self-consistently related to their spatial density as
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well as to the total gravitational potential, Φ(x), at that
location. For a spherical system of collisionless particles
(WIMPs, for example) with isotropic VDF satisfying the col-
lisionless Boltzmann equation, the Jeans theorem [3] ensures
that the phase space distribution function (PSDF), F(x,v),
depends on the phase space coordinates (x, v) only through
the total energy (per unit mass), E = 1

2v
2 + Φ(r), where

v = |v|, r = |x|. For such a system, given a isotropic spatial
density distribution ρ(r) ≡

∫

d3vF(E), one can get a unique
F by the Eddington formula [3, 6]

F(E) =
1√
8π2

[

∫ E

0

dΨ√
E −Ψ

d2ρ

dΨ2
+

1√
E

(

dρ

dΨ

)

Ψ=0

]

, (1)

whereΨ(r) ≡ −Φ(r)+Φ(r = ∞) is the relative potential and
E ≡ −E+Φ(r = ∞) = Ψ(r)− 1

2v
2 is the relative energy, with

F > 0 for E > 0, and F = 0 for E ≤ 0. The latter condition
implies that at any location r, the VDF, fr(v) = F/ρ(r) ,
has a natural truncation at a maximum value of v, namely,
vmax(r) =

√

2Ψ(r).
Thus, given a isotropic density profile of a set of colli-

sionless particles, we can calculate the VDF, fr(v), using
equation (1) provided the total gravitational potential Φ(r)
in which the particles move is known. A direct observational
probe of Φ(r) is provided by the rotation curve (RC) of the
Galaxy, the circular velocity of a test particle as a function
of the galactocentric distance. In this paper we reconstruct
the total gravitational potential Φ(r) in the Galaxy directly
from the Galactic RC data and then use equation (1) to ob-
tain the VDF, fr(v), of the WIMPs at any location in the
Galaxy [7].
We shall assume that the DM density profile to be used

on the right hand side of equation (1) is of the universal
NFW [9] form, which, when normalized to DM density at
solar location, ρDM,", can be written as

ρDM(r) = ρDM,"

(

R"

r

)(

rs + R"

rs + r

)2

, (2)

where R" is the distance of Sun from the Galactic centre.
The profile (2) has two free parameters, namely, the density
ρDM," and the scale radius rs.

Very Promising New Strategy! 
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Derived Quantities Unit Values

Bulge mass (Mb) 1010 M! 3.53+1.81
−1.29

Disk mass (Md) 1010 M! 4.55+0.2
−0.22

Total VM mass (MVM = Mb + Md) 1010 M! 8.07+2.01
−1.51

DM Halo virial radius (rvir) kpc 199.0+75
−53.5

Concentration parameter (
rvir
rs

) − 6.55+5.01
−2.05

DM halo virial mass (Mh) 1011 M! 8.61+14.01
−5.22

Total mass of Galaxy (MVM + Mh) 1011 M! 9.42+14.21
−5.37

DM mass within R! 1010 M! 1.89+0.72
−0.3

Total mass within R! 1010 M! 7.09+1.9
−1.15

Total surface density :

at R! (|z| ≤ 1.1 kpc) M! pc−2 69.21+2.52
−3.55

Total Mass within 60 kpc 1011 M! 3.93+2.15
−1.41

Total Mass within 100 kpc 1011 M! 5.92+4.35
−2.56

Local Circular velocity (vc,!) km s−1 206.47+24.67
−16.3

Local maximum velocity (vmax,!) km s−1 516.02+120.85
−97.58

TABLE II: The most-likely values of various relevant physical pa-
rameters of the Milky Way and their upper and lower ranges de-
rived from the most-likely- and 68% C.L. upper and lower ranges
of values of the Galactic model parameters listed in Table I.

mass contained within r.
The resulting normalized speed distribution, fr(v) ≡

(

4πv2/ρDM(r)
)

fr(v) (with
∫

fr(v)dv = 1) evaluated at the
location of the Sun, giving f"(v), is shown in Figure 3. For
comparison, we also show in the same Figure the results from
various large N-body simulations as well as the distribution
corresponding to the closest Maxwellian form, fMaxwell

" (v) ∝
v2 exp

(

−v2/ v20
)

, truncated at vmax," = 516 kms−1 (see
Table II), with the free parameter v0 determined to be
206 kms−1.
As evident from Figure 3, the speed distribution differs

significantly from the Maxwellian form. We find that the
following parametrized form, which goes over to the standard
Maxwellian form in the limit of the parameter k → 0, gives a
good fit to our numerically obtained most-likely local speed
distribution shown in Figure 3:

f"(v) ≈
(

4πv2/ρDM,"

)

(ξ(β) − ξ(βmax)) , (4)

where ξ(x) = (1 + x)k e−x(1−k)
, β = v2/ v20 , βmax =

v2max,"/ v
2
0 , v0 = 339 kms−1 and k = −1.47. As a quan-

titative measure of the deviation of a model form of the lo-
cal speed distribution, fmodel, from the numerically obtained
most-likely (ML) form, fML, shown in Figure 3, the quan-

tity χ2
f ≡ (1/N)

∑N
i=1

[

fML(vi)− fmodel(vi)
]2

has a value
of ∼ 7.2 × 10−5 for the parametrized form (4) compared to
a value ∼ 1.7 × 10−3 for the closest Maxwellian shown in
Figure 3. Note also that our results differ significantly from
those obtained from the N-body simulations.
In Figure 4 we show the most-likely fr(v)’s at several dif-

ferent values of the Galactocentric distance r. Notice how
the peak of the distribution shifts towards smaller values
of v and the width of the distribution shrinks, as we go to
larger r, with the distribution eventually becoming a delta
function at zero speed at asymptotically large distances, as
expected. The non-Maxwellian nature of the distribution at
all locations is also clearly seen, with the Maxwellian ap-
proximation always overestimating the number of particles
at both low as well as extreme high velocities. The inset in
Figure 4 shows our results for the pseudo phase space den-
sity, Q ≡ ρ/〈v2〉3/2, as a function of r, and its comparison

FIG. 3: Normalized local speed distribution, f!(v), correspond-
ing to the most-likely set of values of the Galactic model pa-
rameters given in Table I (black curve) and its uncertainty band
(yellow) corresponding to the 68% C.L. upper and lower ranges
of the Galactic model parameters. The magenta curve (almost
overlapping with the black one) corresponds to the parametrized
fit to the most-likely distribution given in equation (4). The
closest Maxwellian, fMaxwell

! (v) ∝ v2 exp
(

−v2/ v20
)

, truncated at
vmax,! = 516 kms−1 (see Table II), with the free parameter v0
determined to be 206 km s−1, as well as results from some of the
large N-body simulations [5], are also shown for comparison.
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FIG. 4: Normalized speed distribution of the DM particles at
various Galactocentric radii (solid curves), corresponding to the
most-likely set of values of the Galactic model parameters given
in Table I. The curves (dotted) for the corresponding closest
Maxwellians are also shown for comparison. The inset shows the
pseudo-phase space density of DM, Q ≡ ρ/〈v2〉3/2, as a function
of r.

with the power-law behavior predicted from simulation re-
sults [19]. Note the agreement with the power-law behavior
at large distances but strong deviation from it at smaller
Galactocentric radii, which we attribute to the effect of the
visible matter: For a given DM density profile, the additional
gravitational potential provided by the VM supports higher
velocity dispersion of the DM particles, making Q smaller
than that for the DM-only case.
We now discuss the implications of our results for the anal-

ysis of direct detection experiments. The differential rate of
nuclear recoil events per unit detector mass (typically mea-
sured in counts/day/kg/keV), in which a WIMP (hereafter
generically denoted by χ with mass mχ) elastically scatters

Bhattacharjee, Chaudhuri, Kundu, Majumdar (2012)  
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What is the best that one can do? 
 
Usually assume both a particle physics model 
and a parametrization for f(v) and set limits / 
measure the parameters. Can one do better? 
 Drees and Shan (2007) 

Fox, Kribs, Tait (2009) 
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Indirect Detection Experiments 
•  Neutrinos 
–  Super-K, KamLAND, … 
–  IceCube, Pingu 
–  Baikal, KM3NeT, LAGUNA 

•  Gamma Rays 
–  Fermi 
–  MAGIC, HESS, VERITAS, CTA 

•  Anti-Matter 
–  PAMELA, ATIC, AMS, GAPS, … 

•  Others 
–  Radio, X-ray 
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FIG. 1: Illustration of the Neyman confidence belt construc-

tion used to generate upper limits on ΦPP. Each axis rep-

resents the number of events that could be observed from a

given dwarf (here, Dwarf A has a larger J value than Dwarf B

does). The shaded area, bordered by the solid line, represents

the confidence belt for a particular value of ΦPP. The dashed

lines are the borders of the confidence belts for different values
of ΦPP, with ΦPP increasing from left to right. The borders

are chosen to be normal to a vector of “sensitivities”, which

weights each dwarf according to the relative strength of its

dark matter signal. Once a measurement is made (shown by

the star) the confidence interval for ΦPP contains all values of

ΦPP whose confidence belt contains the measured point. The

dotted line shows the border for an alternative construction of

the confidence belts which gives equal weight to each dwarf.

the assumption that the empirically derived background
PMFs, exposures, and J values are correct, the belts have
the proper coverage.

In order to derive an upper limit on ΦPP, the N -space
should be divided into two simple parts and the belt
D(ΦPP) should consist of the “large” N values (i.e. the
region containing Ni = ∞). This is illustrated in Fig. 1
for an example joint analysis of two dwarfs. The sim-
plest choice for the confidence belt boundaries are planes
with normal vectors parallel to (1, . . . , 1), represented in
Fig. 1 by the dotted line. A measured set of Ni is in such
a confidence belt if the sum of the Ni is greater than
some value. This is equivalent to “stacking” the events
from each dwarf and then analyzing this single image.
However, because the dwarfs are treated equally, pho-
tons from a dwarf with a small J value are considered
as likely to have come from dark matter as are photons
from a dwarf with large J . This is an inefficient choice
for the confidence belts. Naively, one extra photon from
Draco (J ∝ 0.63) should raise the upper limit more than

FIG. 2: Derived 95% upper limit on �σAv� as a function of

mass for dark matter annihilation into bb̄ and τ+τ−
. The

shaded area reflects the 95-percentile of the systematic un-

certainty in the dark matter distribution of the dwarfs. The

canonical annihilation cross section for a thermal WIMP mak-

ing up the total observed dark matter abundance is shown by

the dashed line. The inset figure shows detail for lower masses.

an extra photon from Bootes I (J ∝ 0.05) because, a pri-
ori, a given photon from Bootes I is much more likely to
be from background than a photon from Draco.
To overcome this obstacle we take advantage of the

recent idea by Sutton [30] to use planes at angles other
than 45◦ as boundaries of the confidence belts. Sutton
suggests letting the normal vector to the planes be equal
to a vector representing the “sensitivity” of each observa-
tion. We take the sensitivity (or weight) of each dwarf ob-
servation to be proportional to the ratio of the expected
dark matter flux (AeffTobs J) to the mean expected em-
pirical background flux. In contrast, giving every dwarf
the same weight can weaken the limits by as much as
25%.
The number of photons received in the central ROI

containing each dwarf is the sum of the number of pho-
tons from dark matter annihilation and the number pro-
duced by all background processes. The number of signal
photons is governed by a Poisson distribution with mean
µ(ΦPP) (Eq. 1). The number of background photons is
described by the empirical background PMF. Therefore,
the total number of photons detected is distributed ac-
cording to the convolution of these two probability dis-
tributions. The counts found for each dwarf are indepen-
dent variables and so the joint probability of measuring
N is given by the product of the individual PMFs.
Using this statistical framework we derive a 95% upper

Geringer-Sameth and Koushiappas (2011) 
Fermi Collaboration (2011) 

Are we in the  
Endgame? 

Crucial to use precise <#v> to set limits at low-m  
Steigman, Dasgupta, Beacom (2012) 
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Mass Distribution in Clusters 

Basudeb Dasgupta, IDM Chicago, 23 July 2012 12 

CLASH project, arXiv:1107.2649 Cluster Lensing in CLASH 

LOT OF SUBSTRUCTURE 

Phoenix  Simulations of Clusters (Springel et al.) 

12 Gao et al.
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Figure 9. Projected density profiles of Ph-A-2 (top) and Ph-I-2 (bottom). We show 20 different random projections for each cluster. The asphericity of the
clusters leads to large variations (up to a factor of 3) in the projected density at a given radius depending on the line of sight. On the other hand, the shape
of the profile (as measured by the logarithmic slope, "p = −d ln!/d lnR, is much less sensitive to projection effects. Data with error bars correspond to the
stacked profile of 4 massive clusters estimated using strong and weak lensing data (Umetsu et al. 2011).
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Figure 12. Left: The cumulative mass function of substructure haloes (“subhaloes”) within the virial radius of cluster Ph-A at z = 0. We compare the results
of four different realizations of the same halo, Ph-A-1 to Ph-A-4, with varying numerical resolution. The top and bottom panels contain the same information;
the bottom shows the number of subhaloes weighted by mass or, equivalently, the fractional contribution of each logarithmic mass bin to the total mass in
subhaloes. Each curve extends down to a mass corresponding to 60 particles. Note that, over the range resolved by the simulations, the cumulative function is
well approximated by a power-law, N #M−1, the critical dependence for logarithmically divergent substructure mass. Right: Same as left panels, but for the
subhalo peak circular velocity.
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“Ideal” Sensitivity 

Basudeb Dasgupta, IDM Chicago, 23 July 2012 21 

Dasgupta and Laha (2012) 

Can probe above 10-23 to 10-24 cm3s-1 

Dasgupta and Laha (2012) 

Clusters are the best targets for IceCube 
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K. Abe and Y. Kishimoto / Nuclear Physics B Proceedings Supplement 00 (2012) 1–8 4

in annihilation rate compared to the thermal relic cross
section.

4.2. Gamma-Rays

Combined Fermi-LAT observations of various dwarf
spheroidal galaxies have constrained WIMP self-
annihilations with the thermal relic cross section for
WIMP masses below 10 GeV [18], limits significantly
weaken above on TeV. MAGIC has investigated Will-
man 1 [19] and Segue 1 and obtained limits around
10−22cm3s−1 and 10−23cm3s−1 for annihilation in µ+µ−
and τ+τ−, respectively, for WIMP masses between
200 GeV and 1.2 TeV [20]. VERITAS observed no sig-
nificant gamma-ray excess from Segue1 [21] and four
dwarf spheroidals and derived an upper limit on the
gamma-ray flux to constrain the self-annihilation cross
section as a function of WIMP mass. The limit reduces
to 10−22cm3s−1 for a WIMP mass of 300 GeV [22].
H.E.S.S. reported constraints on WIMP annihilations
from the Sculptor and Carina dwarf galaxies and found
that cross section constraints range from 10−21cm3s−1

to 10−22cm3s−1 depending on the assumed dark matter
halo model [24]. Limits can also be obtained from ob-
servations of γ−rays, produced via final state radiation,
inverse Compton scattering, or synchrotron radiation, of
the Galactic Center and Galactic Ridge regions, as well
as radio observation of the Galactic Center that con-
strain synchrotron radiation produced by e± in the local
magnetic fields [25].

Spectral features such as a spectral line can be a con-
vincing signature for WIMP annihilations χχ→ γγ and
has been searched for by the Fermi-LAT collaboration
in 2yrs of Pass 6 data. No signal was observed in the
ROI (region of interest), which consisted of the entire
sky, but excluded the Galactic plane and known γ-ray
sources (1FGL). Assuming the background is described
by a powerlaw with a spectral index free to vary, limits
were derived on �σAv� [26]. The obtained limits are in
mild tension with claims of an observation of a gamma-
ray line at 130 GeV, near the Galactic center [27, 28]
and continues to be a topic of debate. Earth limb data
can be used to check the energy mapping [29].

4.3. Neutrinos

The indirect search for WIMP-induced neutrinos
aims to detect Galactic signals similar to the searches
with gamma-rays, but also from self-annihilating
WIMPs captured by the Sun and Earth. IceCube has
searched for signals from the Galactic halo [30] and
Galactic center and improved upon theoretical predic-
tions [31]. Tight constraints were also derived from

dwarf spheroidal galaxies [32] and the Virgo cluster.
Figure 3 shows a comparison of these present bounds on
the dark matter self-annihilation cross section as func-
tion of the WIMP mass for neutrinos and gamma-rays.
Neutrinos are in particular competive for mχ > 1 TeV,
with best sensitivity achieved by clusters of galaxies if
substructure is taken into account [33].
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Figure 3: Comparison of gamma-ray bounds with those from neu-
trino telescopes and a dark matter model motivated by the PAMELA
positron excess for χχ→ τ+τ− [25].

WIMPs could also accumulated in the Sun or Earth
and give rise to detectable neutrino signals. Energy loss
induced by an initial scatter of a WIMP on a nucleon in
the Sun can lead to the gravitational capture in the Sun.
The probability for such an interaction, which is the
same underlying physics process as being searched for
in direct detection experiments, depends on the WIMP
nucleon scattering cross section. WIMPs accumulate in
the Sun an start annihilating. The annihilation rate de-
pends on the amount of dark matter in the Sun. The
annihilation rate steadily increases with the number of
thermalized WIMPs near the center of the Sun up to a
point where it becomes equal to the capture rate. At this
point equilibrium has been reached and the annihilation
rate is independent of the self-annihilation cross section.
The neutrino flux from the Sun hence depends only on
the capture rate, which can then be linked to the WIMP
nucleon scattering cross section. As the Sun is primary
a proton target, in particular tight constraints can be
derived on the spin-dependent WIMP-proton scattering
cross section σχp. Figure 4 shows IceCube’s sensitiv-
ity with one year of data collected with the 79-string
detector. The dataset has been divided in three inde-
pendent categories (summer, winter low-energy, winter
high-energy) and is later combined.

Super-K searched the up-going muon sample for sig-
nals in 3109 days and derived limits [34], that were now
improved upon after including fully and partially con-

Very similar to our results!  

C. Rott, for IC (2012) 
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A Tentative Gamma-Ray Line
from Dark Matter Annihilation
at the Fermi Large Area Telescope

Christoph Weniger
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Abstract. The observation of a gamma-ray line in the cosmic-ray fluxes would be a smoking-
gun signature for dark matter annihilation or decay in the Universe. We present an improved
search for such signatures in the data of the Fermi Large Area Telescope (LAT), concentrating
on energies between 20 and 300 GeV. Besides updating to 43 months of data, we use
a new data-driven technique to select optimized target regions depending on the profile
of the Galactic dark matter halo. In regions close to the Galactic center, we find a 4.6σ
indication for a gamma-ray line at Eγ ≈ 130 GeV. When taking into account the look-
elsewhere effect the significance of the observed excess is 3.2σ. If interpreted in terms of
dark matter particles annihilating into a photon pair, the observations imply a dark matter
mass of mχ = 129.8 ± 2.4+7

−13 GeV and a partial annihilation cross-section of 〈σv〉χχ→γγ =
(

1.27± 0.32+0.18
−0.28

)

×10−27 cm3 s−1 when using the Einasto dark matter profile. The evidence
for the signal is based on about 50 photons; it will take a few years of additional data to
clarify its existence.



130 GeV Gamma Ray Line at GC 

9 October 2012,   Theory Colloqium at TIFR,   Basudeb Dasgupta 42 

5

where 2∆ lnL = ∆χ2 and the number of degrees of freedom (d.o.f.) is the number of fit parameters.
In Fig. 2, the 1, 2, and 3 σ contours are given by ∆ lnL = 1.76, 4.01, and 7.08 (3 d.o.f.). The
respective contours are ∆ lnL = 2.36, 4.86, and 8.13 (4 d.o.f.) for Fig. 5.

Next, we use this statistical procedure to show that the photon spectrum in the region of interest
is consistent with the presence of a photon line. For now, we assume that the photon continuum
does not contribute to the signal, reserving the case where Nann > 0 for the next section. Scanning
over mχ and

θγZ/γγ ≡ arctan
NγZ

Nγγ
, (6)

while maximizing over α,β, and Nγγ , we find that the best fit point corresponds to

�
mχ/GeV,α,β, Nγγ , θγZ/γγ

�
max

= {130, 2.67, 0.90, 31.2, 0} . (7)

The significance of this point relative to the best fit null model (power-law background) with
{α,β}null = {2.64, 0.97} is equal to 5.6 σ.4 Redoing the fits over the energy range 80–200 GeV,
which corresponds to the energy range used in [7] and [10], we find that the best fit point has a
significance of 4.32 σ, which is comparable to what was previously reported.

Fig. 1 shows the spectrum of photon counts in the region of interest. The solid red line corre-
sponds to the best fit model (7) obtained by maximizing the likelihood function over the energy
range from 5–200 GeV. The spectrum is well-characterized by a single falling power-law and a peak
at 130 GeV comprised of ∼30 photons. Figure 2 shows the 1, 2, and 3 σ contours for points in
the θγZ/γγ −mχ plane. The best fit point is marked by an “X.” There is a clear symmetry in the
significance contours, with regions about 130 and 145 GeV each within 1σ of the best fit model.
For the case of a 145 GeV dark matter, all the photons in the 130 GeV line are due to dark matter
annihilation to γZ, which is why θγZ/γγ is maximal and Nγγ is minimal.

101 102102
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102102

1

EΓ �GeV�

C
ou
nt
s

FIG. 1: Photon counts within 3◦ degrees of the Galactic Center (black dots). The solid red line shows
the best fit model given in Eq. (7), assuming no continuum contribution. The dashed black line shows the
continuum spectrum for a 130 GeV dark matter annihilating into W+W− (arbitrary normalization).

4 This quoted significance does not include the look-elsewhere effect.
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Figure 3: Sum of monochromatic and continuum photon flux originating from dark matter

annihilating into γγ and W+W− with branching ratios BRγ = 0.1, 0.01, and 0.0025, respec-

tively. The lower lines show the contribution from dark matter annihilation, and the upper

lines the sum of signal and fitted power-law background. The dashed blue line shows the flux

when taking the line only into account. The Fermi data are the same as in Fig. 1.
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Fig. 18.— Spectrum of emission within 4◦ of the cusp center
(!, b) = (−1.5, 0), excluding |b| < 0.5◦. High-incidence angle events
(upper panel) have a factor of ∼ 2 better energy resolution than
those that enter the LAT close to normal incidence (middle panel)
or the whole sample (lower panel). All three spectra have been
smoothed by a Gaussian of 0.06 FWHM in ∆E/E, similar to the
expected resolution of the upper panel. The continuum model is
dN/dE ∼ E−2.6, normalized at 20 < E < 50 GeV (blue dashed).

following test.
We select low incidence (θ < 30◦) and high incidence

(θ > 40◦) photon samples. We restrict to those near the
cusp center at (", b) = (−1.5, 0) (ψc < 4◦) but not in the
plane (|b| < 0.5◦). We then convolve each with a ker-
nel and compare them (Figure 18). We adopt an LSF
with a FWHM of ∆E/E = 0.06 for high incidence and
0.12 for low incidence (Edmonds 2011), and in both cases
convolve with another FWHM 0.06 Gaussian. After con-
volution, the LSF is FWHM 0.085 for high incidence and
0.134 for low incidence. Normalized Gaussians of these
widths are shown for reference, normalized to the ex-
pected line strength at 130 GeV. Maps constructed using
only high incidence events are shown in Figure 19.
Note that:

• The 129 GeV feature shape is strikingly similar to
that expected for a line. The 111 GeV feature is
unconvincing, but is also compatible with a line.

• In some cases, fluctuations appear, but are not
present in both low and high incidence spectra.

This analysis did introduce some additional parameters,
but we have made natural choices for them: The 68%
containment radius of the cusp is approximately 4◦, the
Galactic ridge is about 0.5◦ thick, and the ∆E/E = 0.06
smoothing kernel is similar to the LSF of the LAT at high
incidence. Smoothing a spectrum by its LSF is often a
good compromise between resolution and noise suppres-
sion in the high-noise limit. Because these parameters
are all fixed to natural values, there is no significant tri-
als factor for this test, apart from the obvious one, that
the lines could have appeared anywhere (Section 4.2).
This test did not have to succeed. The fact that the

high-incidence photon sample has sharper spectral fea-
tures is important; if the high-θ and low-θ spectra in
Figure 18 had been reversed, it would have been devas-
tating for the line hypothesis.

6.2. Null test: Galactic plane spectrum

To emphasize that the line feature in Figure 18 appears
near the Galactic center and not elsewhere, we perform
the same analysis on the Galactic plane (|b| < 2◦) away
from the GC (ψ > 5◦). We find no indication of a line
in either high-incidence or low-incidence photons (Figure
20).

6.3. Null test: Earth emission photons

Another null test is provided by the Earth emission
photons. Cosmic-ray induced cascades in the Earth’s
atmosphere shower photons on the LAT at high zenith
angle (Z > 108◦). These provide another null test, as
there is no reason for there to be a 130 GeV feature in
the Earth emission spectrum. On average, no feature
is seen (Figure 21). However, there is a hint of a line
at 130 GeV in the low-incidence events and one at 111

1206.1616 

3

FIG. 1: Case of mχ = 130 GeV DM particle annihilating to a
W+W− pair with a cross-section of 1.05× 10−25 cm3s−1 and
to a 2γ line with a cross-section of 1.25 × 10−27 cm3s−1. We
plot the | b |< 5◦, | l |< 5◦.

show limits for both the case of a single line Fig. 2 (top
left) and for a double line Fig. 2 (top right). The exact
choice of the origin of the line(s) and its energy(ies) has
a subdominant effect on the limits in all channels except
in the case of e+e−. That happens since the DM con-
tribution of the main channel to the γ-ray spectrum is
at energies bellow 100 GeV where the lines do not con-
tribute. The case of the e+e− channel is an exception
due to the very significant FSR component which peaks
at mχ. Thus the FSR component competes with the
line(s) in the fit, making its limits sensitive to the ex-
act assumptions on the line(s). We also give in Fig. 2
(bottom panels) the best fit values for the line(s) for the
relevant combinations of DM mass and channel.
The ISRF photon and gas densities have been fixed

based on our background model. The assumptions
on these densities influence the inverse Compton and
bremsstrahlung components respectively. One can derive
even more conservative limits on the DM annihilation
channels by considering only the prompt γ-ray contribu-
tion.
In Fig. 3 we give the 3 σ limits where only the prompt

γ-rays from DM are taken into account. For the W+W−,
bb̄ and τ+τ− channels, for which the prompt γ-rays are
the dominant component, the limits become weaker only
by ! 10 − 20%. For the µ+µ−, e+e− modes on the
contrary, since hard CR electrons are injected, their in-
verse Compton and bremsstrahlung components are sig-
nificant. Thus if we ignore these diffuse components keep-
ing only the prompt component, the 3σ limits become
weaker by a factor of 4-5 in both channels.
The limits shown in Figs. 2 and 3 depend on the DM

profile assumptions. We use here an Einasto DM profile:

ρ(r) = ρEin exp

[

−
2

Rc
∗

(

rα

Rα
c

− 1

)]

, (1)

with α = 0.22, Rc = 15.7 kpc and ρEin is set such that

the local DM density is equal to 0.4 GeV cm−3 [24, 25].
That results in a J-factor from that window of J/∆Ω =
1.21× 1024 GeV2cm−5, where J factor is defined here as:

J =

∫

∆Ω

∫ ∞

0

ρ2DM (s,Ω)dsdΩ, (2)

with s to be the distance along line of sight and ∆Ω the
angle of observation.
A more cuspy DM profile would lead to stronger limits

while a more cored (flat) in the inner kpcs would lead to
weaker limits. All the limits shown in Fig. 3 and the lim-
its for W+W−, bb̄ and τ+τ− in Fig. 2 will change inverse
proportionally (exactly or approximately) to the value of
the J-factors within that window, since the prompt com-
ponent is dominant in these channels. The same applies
for the best fit values to the line(s). Thus these limits
can be used for other DM profile assumptions once one
properly takes into account the different J-factor from
that window. For the annihilation channels into µ+µ−

and e+e− the limits in Fig. 2 have a dependence on the
DM profile that is more involved.
Finally since our aim in this paper is not to study the

line itself but the accompanying γ-ray fluxes for the DM
case, we want to ensure that the exact line assumptions
that we make do not influence our limits for the continu-
ous component. The 3σ limits presented in Figs.2 and 3
were derived with the cross-section to the line(s) to be
the best fit value from the fit to the γ-ray data within
| l |< 5◦, | b |< 5◦. Alternatively, we calculate the 3σ
limits for the same channels using for the cross-section to
the line(s) such a value that gives the luminosity stated
for the 4◦ FWHM cusp of [2], that is (1.7±0.4)×1036ph/s
or (3.2± 0.6)× 1035erg/s. The difference in the values of
the cross-sections to the line(s) between the two methods
is ! 30% (at the same level with the stated uncertainty
of [2]).
In Table I we present our limits on the continuous com-

ponents for these two alternative methods of evaluating
the cross-section to the line(s) before deriving the limits.
For the case where the cross-section value to the line(s)
comes from the | l |< 5◦, | b |< 5◦ region fit, (denoted
as “free”) and for the case where the cross-section comes
form the luminosity stated by [2]. We show all five chan-
nels for three masses characteristic for the three DM mass
ranges valid in the case of a single line at 127 GeV.
The difference in the limits for all five channels and all

masses between the two methods is at the ! 1% level.
The same results apply for the case of 2 lines (111 and
129 GeV). Thus the exact luminosity assumptions for the
line(s) can not influence our results on the continuous
component.
We also find that changing our window of observation

from (| l |, | b |) < 5◦, to (| l |, | b |) < 3◦, 4◦ or 8◦

our limits for the continuous component (for the best fit
value for the line(s)) change by up to 10% (20%), with
the limits from (| l |, | b |) < 5◦ being the strongest (see
also work of [26, 27]).

1207.1468 
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Energy remapping model
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FIG. 12: Upper panel: function mapping true energy Et to
reported energy E (see Eqs. 2 and 4). Lower panel: The
effect of this mapping on a spectrum dN/dE ∼ E−2.6, as in
Eq. 3 (red line) and also for mock data (black histogram).

where A is a dimensionless amplitude of the bump (−1 <
A < 1 is required for monotonicity of y(x)), x0 is a ref-
erence log energy, and σ is the width of the bump (see
Fig. 12). The effect of the distortion is to change the
true spectrum dN/dx = dN/dlog(Et) into an observed
spectrum

dN

dy
=

dN

dx

(

dy

dx

)−1

, (3)

with

dy

dx
= 1 +Aσ exp

(

1

2
−

(x − x0)2

2σ2

)

x− x0

σ2
. (4)

Note that that the extreme values of dy/dx = 1±A occur
at x− x0 = ±σ and at y = x0(±1−A)σ. Assuming the
true limb spectrum is a power law, we may apply this
factor to obtain a model spectrum, and maximize the
Poisson likelihood of observing the data given the model.
In Fig. 13, we fit the energy mapping model to the

Earth limb data for various ranges of inclination angle.
We find a 4.7σ excess of 30o − 45o limb photons at 129
GeV, with no significant excess at 0o − 30o or 45o − 60o.
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FIG. 13: Fits of the energy mapping model to limb data for
various ranges of inclination angle θ. The vertical red dotted
line corresponds to 130 GeV. The test statistic (2∆ lnL) for
the best fit model (green line) relative to the null hypothesis
(red line) is given, along with the significance, expressed in
“sigma” including a penalty for the 3 additional degrees of
freedom. The deviation from linearity is only significant in the
30o < θ < 45o panel, but not in events with other incidence
angles.

B. The Earth limb line and correlations with the
GC signal

As shown in the top panel of Fig. 14, fitting the Earth
limb events at incidence angles 30◦ < θ < 45◦ with a
monochromatic line at 129 GeV instead of an energy
remapping model yields a local significance of only 2.9σ
(adopting an energy range from 80 to 210 GeV like above
in Fig. 3). However, a further tuning of the θ-range yields
significances up to 4.1σ (for 25◦ < θ < 53◦; central panel
of Fig. 14), but this comes with an additional number of
trials. In any case, the overall statistical significance for
a line in the θ < 60◦ Earth limb data is above 3σ. For
comparison, the bottom panel of Fig. 14 shows a fit to the
Galactic center energy spectrum without incidence angles
30◦ < θ < 45◦. The GC excess is not removed by this
cut, which would have indicated a spurious signal. Even
when removing all events with 25◦ < θ < 53◦ from the
GC region (from region Reg4 [21]), we obtain TS = 5.1
(TS = 10.1) for the Galactic center signal, whereas the

Earth Limb Photons? 

Figure 1. Left panel: The black lines show the target regions that are used in the present analysis in
case of the SOURCE event class (the ULTRACLEAN regions are very similar). From top to bottom,
they are respectively optimized for the cored isothermal, the NFW (with α = 1), the Einasto and the
contracted (with α = 1.15, 1.3) DM profiles. The colors indicate the signal-to-background ratio with
arbitrary but common normalization; in Reg2 to Reg5 they are respectively downscaled by factors
(1.6, 3.0, 4.3, 18.8) for better visibility.
Right panel: From top to bottom, the panels show the 20–300 GeV gamma-ray (+ residual CR)
spectra as observed in Reg1 to Reg5 with statistical error bars. The SOURCE and ULTRACLEAN
events are shown in black and magenta, respectively. Dotted lines show power-laws with the indicated
slopes; dashed lines show the EGBG + residual CRs. The vertical gray line indicates E = 129.0 GeV.
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FIG. 7: Upper panel: Distribution of CTBCORE (the prob-
ability that the direction estimate is good) and CTBBestEn-
ergyProb (the probability that the best energy chosen from
the two energy estimators is correct) for Galactic center line
events (in red), compared to the distribution of > 100 GeV
standard events. Lower panel : First tracker layer to show
evidence of a particle hit for the best track reconstruction.
Tracker layers are 0-17 where 0 is closest to the calorimeter,
and 6-17 (2-5) corresponds to FRONT- (BACK-)converting events
(tracker layers 0 and 1 have no conversion foils). The dark
(light) gray bars show the average over all > 100 GeV stan-
dard events (’dirty’ sample defined as SOURCE-CLEAN events
with |b| > 5◦); the red bars show the distribution for the GC
line.

distribution is in excellent agreement with the statistical
expectations (shown by the black dotted line) within the
±1σ error bars, showing no indication for the presence
of ‘hotspots’. We obtain the same result when reducing
the size of the regions, shifting them by a common offset,
or selecting random circular regions all over the sky with
the requirement that ∼ 100 events are included.

4. Hypothesis: The observed signal is variable.

An interpretation of the 130 GeV excess in terms
of dark matter annihilation requires steadiness of
the source; a strong variability could indicate (time-
dependent) instrumental effects. In Fig. 9 we plot how
the TS value of the GC signal evolved over time (assum-
ing Eγ = 129.8 GeV [21]). The dark red line corresponds

FIG. 8: Histogram of TS values observed in partially over-
lapping 6◦ × 6◦ regions along the Galactic disk, centered on
b = 0◦ and |!| = 13.5◦, 16.5◦ . . . 178.5◦. We show results for
different line energies from 90 to 170 GeV (dotted lines), as
well as all TS values combined (black solid line); in the latter
case, the black dotted line is the theoretical expectation (a
0.5χ2

k=0 + 0.5χ2
k=1 distribution), the yellow band shows the

±1σ errors. The tail of the observed distribution looks as
expected.

FIG. 9: Time evolution of TS values. In dark (light) red
we show results for the GC region from Tab. II (respectively
Reg4 from Ref. [21]), in blue we show the evolution of the
Earth limb line. The gray line indicates for comparison the TS
value obtained for the Inner Galactic plane, where no signal
is observed. Jumps in the Earth limb line significance are
related to times when Zrock> 52◦, cp. Fig. 16.

to the GC region from Tab. II, the light red line shows
the results for region Reg4 from Ref. [21]. We compare
them to the time-evolution of the suspicious Earth limb
line (blue) and the time evolution of the TS value ob-
tained from the Inner Galactic plane (gray). The ‘GC
region’ curve appears to have grown most strongly be-
tween March 2011 and February 2012, and falling during
last few months; on the other hand, the signal observed
in the larger Reg4 does not show the same behaviour and
appears more steady. In all cases, the open circles indi-
cate an event between 120 and 138 GeV. The curves show
no strong sign for a variability of the line features. Note

Finkbeiner, Su, Weniger (2012) 
Hector, Tempel, Raidal (2012) 
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Z must decay to charged pairs. 
They will radiate via synchrotron! 

Laha, Ng, Dasgupta, Horiuchi (2012) 
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Radio Fluxes from DM Products 
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Close to GC Diffusion is Slow 

Laha, Ng, Dasgupta, Horiuchi (2012) 



Modeling the Galactic Center 
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Large Uncertainties: Taken into Account 

Laha, Ng, Dasgupta, Horiuchi (2012) 



Radio Fluxes and Constraints 
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Near Future LOFAR Forecast 
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Fully testable in 6 hours of LOFAR observation 

Laha, Ng, Dasgupta, Horiuchi (2012) 



Lots of activity in store … 
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Three Key Questions 
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Why do we need Dark Matter? 

What sets its abundance? 

How are we probing it? 

Gravitational effects at all scales 

Thermal Relic/Asymmetry/… 

Direct, Indirect, … 


