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Abstract

Schwinger Keldysh field theory is a widely used paradigm to study non-equilibrium dy-

namics of quantum many-body systems starting from a thermal state. In this thesis, we

have developed a new extension of this formalism to describe non-equilibrium dynamics

starting from arbitrary initial many-body density matrices. In this action based formalism,

the information of the initial conditions of the system is incorporated by, (i) using addi-

tional sources coupled to bilinears of the fields at the initial time, (ii) calculating Green’s

functions in a theory with these sources, and (iii) then taking appropriate set of derivatives

of these Green’s functions with respect to initial sources to obtain physical observables.

This formalism is applicable for both bosons and fermions, and for both closed and open

quantum systems. The physical correlators in a dynamics with arbitrary initial conditions

do not satisfy Wick’s theorem, even for non-interacting systems. Within the scope of the

new formalism, we provide exact analytical solutions for physical correlation functions and

obtain an estimate of the violation of Wick’s theorem in terms of connected multi-particle

initial correlations in non-interacting systems. We then apply this formalism to solve im-

balance dynamics in strongly disordered (quasi-periodic) quantum systems starting from

Fock states which have recently been realized in experiments. We provide analytical rela-

tion between experimentally measurable non-equilibrium observables and traditional ways

of characterizing disordered systems in terms of localization length. Our analysis reveals

that the microscopic mechanism responsible for retaining initial memory in the long time

dynamics is very di↵erent for a non-interacting disordered system than that of a many body

localized system. Another interesting platform to study role of initial conditions is the dis-

sipative stochastic dynamics of an open quantum system, where a system can exchange

energy/ particles with a large external bath. In this thesis, using Schwinger-Keldysh field

theoretic technique, we study the evolution of a many body open quantum system whose

dynamics is non-Markovian, i.e it exhibits pronounced feedback e↵ect from the external

bath and retains long-range memory kernel in its dynamics. We have shown that if the

bath spectral function has non-analyticities as a function of frequency, the dissipative and

noise kernels governing the dynamics have distinct power-law tails in time, rendering the



reduced dynamics of the system non-Markovian. The Green’s functions show a short-time

“quasi”- Markovian exponential decay before crossing over to a power-law tail. Using a

canonical model of open quantum system, we have explicitly shown the exponent of the

power law decay is solely determined by the nature of the non-analyticity, whereas the

crossover time scale depends on the strength of the system-bath coupling and the location

of the non-analyticity in the bath spectrum. While the dynamics of a quantum many

body system is traditionally probed by calculating a few body correlation functions, an

alternative description of the dynamics can be formed in terms of non-local information

theoretic measures, like Wigner functions and entanglement entropy. In this thesis, we

propose a new method of calculating entanglement entropy of a many-body (interacting)

Bosonic system (open or closed) from a non-equilibrium field theoretic approach. This

completely bypasses complications of the replica method commonly used in equilibrium

field theory. The Wigner function and Renyi entropy of a Bosonic system undergoing

arbitrary non-equilibrium dynamics can be obtained from Wigner characteristic function,

which we identify with the Schwinger Keldysh partition function in presence of quantum

sources turned on at the time of measurement. For non-interacting many body systems,

starting from arbitrary density matrices, we provide exact analytic formulae for Wigner

function and entanglement entropy in terms of the single particle Green’s functions. For

interacting systems, we relate the Wigner characteristic to the connected multi-particle

Green’s function of the system. We use this formalism to study the evolution of Wigner

distribution and Renyi entropy in an open quantum system starting from a Fock state

with negative Wigner function and zero entropy, to a thermal state with positive Wigner

function and finite entropy.
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i⌃K , averaged over A and Ā sites. The bath clearly distinguishes between

A and Ā sites at long times. All data are for L = 20 sites and averaged over

50 configurations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74

4.13 The disorder averaged space-time local piece of the Keldysh self energy

(noise correlator), ih⌃K(i, t; i, t)i, as a function of i at a long time instant,

tJ = 18. ⌃K distinguishes between A and Ā sites, but does not depend on
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6.1 Two contour (±) evolution of the density matrix, ⇢̂(t) in SK field theory.

For calculating �W (�j, t), the displacement operator, D({�j}) is decomposed

into D ! D
1/2

D
1/2 with each D

1/2 placed on the + and � contour at time t.
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Chapter 1
Introduction

1.1 Importance of Initial Conditions in Quantum Dynamics

Evolution of quantum many body systems driven out of equilibrium is crucial to a wide

spectrum of physics problems, from evolution of the early universe [1] to quantum switches[2]

to dynamics of chemical reaction [3]. A deep understanding of dynamics of quantum many

body systems is required in diverse platforms for quantum manipulations and quantum

computing [4] like quantum optics [5], hybrid atom-optomechanical systems [6], super-

conduting qbits, trapped ions [7] etc. Experimental realization of highly tunable quantum

many body Hamiltonians in ultracold atomic systems [8] and pump-probe experiments with

ultrafast probes in traditional material based systems [9] have opened up a new window

to observe the non-equilibrium dynamics of interacting many body quantum systems in a

controlled manner. The cold-atomic systems are characterized by almost perfect isolation

from external baths [10] and the long timescales (⇠ milliseconds), compared to material

based systems, provide easy access to the dynamics without requiring ultra-fast probes.

Dynamics of quantum systems driven out of equilibrium is in general governed by two

key ingredients: (a) equation of motion of the system (eg Schrodinger equation in closed

systems, various master equations in open quantum systems etc.) and (b) the initial

density matrix in which the system is prepared. It is obvious that the initial density

matrix plays a crucial role in the transient dynamics of quantum systems. Interesting

examples of transient dynamics, where it is important to keep track of initial conditions

explicitly, include (i) quantum computation, which works on the principle that di↵erent

initial conditions (inputs) will generically lead to di↵erent measurements (outputs) in the
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system [11, 4]. It is obvious that ignoring initial conditions in problems related to the

implementation of quantum gates would lead to trivial results. (ii) transient quantum

transport[12, 13, 14, 15, 16, 17, 18, 19] studied in ultra-fast spectroscopy on condensed

matter systems, where the system is initialized to a highly excited state and the change

in its transport properties are measured during evolution. The full counting statistics of

charge and spin in these systems [20, 21, 22] measure highly non-linear response in these

time-evolving systems.

On the other hand, the importance of initial conditions in the long-time behaviour of an

out-of-equilibrium quantum system is a much more challenging and highly debated ques-

tion. Equilibrium quantum statistical mechanics assumes that in the longtime, quantum

systems relax to a state independent of initial conditions. The static and dynamic corre-

lations in this state can be descried in terms of an ensemble, with a probability measure

governed solely by the Hamiltonian of the system. However, recent success in experi-

mental design and control of out-of-equilibrium systems has resurrected old conceptual

questions about the validity of the above description. The discussion on thermalization of

quantum systems can be broadly categorized in two classes: (a) open quantum systems

(OQS)[23], where a quantum system can exchange energy/particles with a large external

reservoir/bath and eventually lead to a thermal state or a non-equilibrium steady state in

the long time limit. In the open quantum system set-up, it is interesting to study how the

memory of the initial state of the system is being retained in its subsequent dynamics while

the external dissipative e↵ect from the baths tries to erase it, as it approaches towards the

long-time limit. Interplay of multiple time scales, governing the inherent dynamics of the

system and the relaxation coming from the external bath, make this problem particularly

interesting. (b) the dynamics of isolated quantum systems. In this case, Eigenstate Ther-

malization Hypothesis (ETH) [24, 25, 26] states that a generic isolated quantum many

body system, starting from a typical initial state, thermalizes in the long time and justifies

the applicability of quantum statistical mechanics in this system. The expectation values

of the observables averaged over long time can be correctly reproduced by micro-canonical

or Gibbs ensemble average of the observables by quantum statistical mechanics.

In contrast to systems which thermalize, there is a large class of quantum many body

systems driven out of equilibrium, where their initial conditions crucially govern their long
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time dynamics. Here, we would like to point out some important questions/problems in

non-equilibrium many body dynamics, where it is important to keep track of the initial

conditions explicitly in the long time limit. (i) Integrable systems [27, 28] and many body

localized systems [29] retain memory of the initial state for long times and hence they do

not thermalize. It is important to note that the only experimental evidence [30, 31] for

MBL is to measure the residual memory of the initial state in the long-time dynamics.

The fact that the MBL systems do not thermalize and retain memory of the initial state

in the long time dynamics, is robust to the choice of the initial conditions of the system.

In contrast to this, the quantum scars [32] that appear in a many body system, shows

slow thermalization and retention of the initial memory when the system is designed to

start from special initial states in an otherwise thermalizing many body spectrum. This

phenomenon has been recently observed in ultracold atom experiments [33] in the form

of periodic revival of crystalline order in an array of Rydberg atoms. To capture these

aspects of absence of thermalization in a quantum many body system, it is important to

construct a description which explicitly takes the initial condition into account. (ii) There

are quantum systems whose long-time behaviour changes qualitatively depending on the

initial condition, e.g. systems with mobility edges [34, 29] may or may not thermalize

depending on the state in which they are prepared. Driven dissipative superfluids realized

in cold atom systems with strong local dissipation [35] have also been found to reach

qualitatively di↵erent steady states at the lossy site depending on initial preparation. (iii)

Problems related to aging in quantum glasses [36, 37, 38] also require a description of

dynamics starting from non-equilibrium initial conditions. This is not an exhaustive list,

but provides some context as to why it is important to study the role of initial conditions

in the dynamics of a quantum many body systems.

Let us briefly discuss various commonly used theoretical tools to study the dynamics

of quantum systems and the scope of keeping track of initial conditions of the systems

explicitly within these formulations. A widely used approach to study non-equilibrium

dynamics of quantum systems is to solve the equation of motion (EOM) of the density

matrix, ⇢̂(t), given by the Heisenberg equation,

i
@⇢̂(t)

@t
=
h
Ĥ(t), ⇢̂(t)

i
. (1.1)
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For a closed system, Ĥ(t) denotes the Hamiltonian governing the dynamics of the system.

In case of an open quantum system, Ĥ(t) represents the total Hamiltonian of the combined

system, including the system, the bath as well as their interaction. The time-evolving

density matrix, ⇢̂(t) can then be used to calculate few body local correlation functions of

the system by, hÂ(t)i = Tr[Â⇢̂(t)]. This is the traditional approach to describe quantum

many body systems as these quantities are easily measured in experiments. For a thermal

density matrix, there are a lot of standard techniques devised to compute them routinely

in quantum many body systems [39]. Di↵erent properties of the expectation values of

the local observables [40] in the many body eigenstates have been extensively used as

important probes to check validity of ETH and hence the possibility of thermalization in

quantum systems. A relatively new approach to study these systems involve non-local

information theoretic measures like Wigner functions [41] and entanglement entropy of the

reduced density matrix of a subsystem [42] with the rest of the degrees of freedom. In the

context of thermalization of a quantum system, various properties of entanglement entropy,

such as its scaling with sub-system size [40], growth of entanglement in a sub-system with

time [43], have been recently used to detect quantum phase transition between ergodic to

non-thermal phases.

Solving the equation of motion for the dynamics of a generic quantum many body

system is a challenging and cumbersome task. To avoid the complexity of solving Eq. 1.1 in

an OQS, various quantum master equations have been formulated governing the evolution

of ⇢̂(t) for Markovian dynamics [23, 44] and more complicated equations with non-local

memory kernels for non-Markovian dynamics [45, 46, 47, 48, 49]. While a lot of progress

has been made within this direct approach of solving the equation of motion of ⇢̂(t), the

method runs into the di�culty of dealing with a Hilbert space growing exponentially with

the size of the system. Several techniques [50, 51, 52] have been proposed in recent years

to reduce the size of the Hilbert space to be considered in the dynamics, with varying

amount of success beyond one dimensional systems [53, 54, 52]. Moreover, in presence

of long range memory kernel in the dynamics [23, 44] solving the EOM of ⇢̂(t) becomes

extremely challenging, even for a few body system.

The problem of exponentially growing Hilbert space can be avoided by using field theo-

retic methods which allow us to obtain useful approximate answers for few body correlation
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functions for large systems [39]. A field theory for the ground state of a many body systems

can be obtained by considering the adiabatic evolution of a single state and expanding the

matrix element of the time-evolution operator in a path/functional integral. For systems in

thermal equilibrium at finite temperature [39], the partition function, Z = Tr[exp(��H)],

can be written as a path integral in imaginary time. For non-equilibrium dynamics,

the density matrix evolves as ⇢̂(t) = U(t, 0)⇢̂0U †(t, 0). The expansion of U and U
† in

path/functional integrals leads to the Schwinger-Keldysh (SK) field theory with two copies

of fields at each space-time point [55]. The SK path integral formalism provides a modern

and very powerful platform to study the non-equilibrium dynamics of quantum many body

systems, even those evolving with non-local memory kernels. It also provides a systematic

approach to include the e↵ect of inter-particle interaction in an out of equilibrium system

via perturbative/non-perturbative diagrammatic expansion.

1.2 Schwinger-Keldysh Field Theory for Arbitrary Initial Con-

dition

However, the current formulation of SK field theory has a major drawback: it works

e�ciently under two conditions, (a) description of steady states of quantum systems where

the memory of the initial condition is assumed to be erased [56, 49] and (b) transient

dynamics where the initial density matrix is thermal. Hence, several interesting questions

in non-equilibrium dynamics, where dependence on athermal initial conditions need to be

tracked explicitly, cannot even be posed within this formalism. This severely restricts the

applicability of SK field theory.

The central objective of this thesis is to develop an extension SK field theoretic formal-

ism [57] to describe non-equilibrium dynamics of quantum systems starting from arbitrary

athermal initial many-body density matrices. It extends the domain of applicability of SK

field theory to a large class of problems which were previously inaccessible to field theoretic

treatment. In chapter 3,

• we develop an action based formalism [57] which can include arbitrary athermal

initial many body density matrix in the dynamics. We show how this can be done

for both bosons and fermions, using additional sources coupled to bilinears of the

fields at the initial time in the Keldysh action, calculating Green’s functions in a
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theory with these sources, and then taking appropriate set of derivatives of these

Green’s functions with respect to initial sources to obtain physical observables. The

set of derivatives depends on the initial density matrix.

• The physical correlators in a dynamics with arbitrary initial conditions do not satisfy

Wick’s theorem, even for non-interacting systems. However, our formalism constructs

intermediate “n-particle Green’s functions” that obey Wick’s theorem. In this case,

our formalism provides exact analytical solutions for all multi-particle correlation

functions for non-interacting systems initialized to an arbitrary density matrix and

also a starting point for making approximations in the interacting case.

• We use these exact expressions to obtain an estimate of the violation of Wick’s

theorem and relate it to the presence of connected multi-particle initial correlations

in the system.

In this thesis, we then use this formalism to tackle several interesting problems in the

dynamics of disordered and open quantum systems to understand role of initial conditions

in their dynamics.

1.3 Role of Initial Condition in Dynamics of Disordered System

A generic quantum many body system, initialized to a typical state, forgets the mem-

ory of the initial state [24, 25]. In the long time limit, local observables in the system

can be described by an ensemble of states with a probability measure determined by its

Hamiltonian. This basic tenet of equilibrium statistical mechanics has been challenged

in recent years in strongly disordered interacting quantum systems, a phenomenon called

many body localization(MBL) [58, 59, 40, 60, 61, 62]. These systems fail to thermalize

and retain memory of initial conditions in their long time dynamics.

So far, the theoretical studies of many body localization (MBL) have mainly focused

on the properties of many body eigenstates of the system in the middle of the spectrum

in equilibrium [29]. However, it is impossible to experimentally access a single many body

eigenstate in the middle of the spectrum.

Recent success in observing MBL in ultra-cold atomic experiments [30, 31, 63, 64,

65] in the long time dynamics of interacting Bosons and Fermions, both in one and two

6
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dimensional disordered (quasi-periodic) optical lattices, has drawn a huge attention in this

direction. In these experiments on disordered systems, the system is initialized in a state

with a known pattern of density modulation and the residual memory of this pattern

is measured during the time evolution. A finite long time memory of the initial density-

imbalance imprinted on the system indicates lack of thermalization due to MBL. The state-

of-art numerical techniques, like exact diagonalisation of the many-body Hamiltonian and

density-matrix renormalization group (DMRG) [66], which have been extensively used to

study MBL, are highly restricted by the size of the Hilbert space and the dimensionality of

the system. Moreover, these numerical methods fail to render insights in understanding the

microscopic mechanism leading to long time memory retention in MBL systems. Hence,

non-equilibrium field theoretic approach, more importantly our newly developed formalism

[57] to include arbitrary athermal initial condition in many body dynamics (chapter 3), is

a new promising direction to study long-time dynamics of the MBL systems.

In chapter 4, we use this new formulation to work out a theory of imbalance dynamics

[67] in disordered (quasi-periodic) systems, both in presence and absence of inter-particle

interaction. For localized non-interacting system, our work establishes an explicit con-

nection between long time memory retention and the absence of transport in the system.

For interacting systems, this work provides a new insight into the microscopic mechanism

responsible for retaining initial memory in the long time dynamics in presence of many

body localization.

We consider one and two dimensional disordered (quasi-periodic) lattice bosons/fermions

initialized to a Fock state with a pattern of 1 and 0 particles on A and Ā sites respectively,

similar to the experimental set-up used in Ref. [30, 63, 68].

• For non-interacting systems we establish a universal relation between the long time

density imbalance between A and Ā site, I(1), the localization length ⇠l, and the

geometry of the initial pattern. For alternating initial pattern of 1 and 0 particles in

1 dimension, I(1) = tanh[a/⇠l], where a is the lattice spacing. This is the key result

of this work which provides a new method for extracting the localization length,

⇠l, which is a traditional way of characterising disordered system in terms of an

experimentally measurable non-equilibrium quantity, I(1).

• We have extended this result for systems with mobility edge, where we find analytic

7
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relations between I(1), the e↵ective localization length ⇠̃l and the fraction of local-

ized states fl. The imbalance as a function of disorder shows non-analytic behaviour

when the mobility edge passes through a band edge.

• Finally we consider an interacting system of Bosons in an incommensurate potential

and calculate the imbalance in di↵erent diagrammatic approximations. We provide

a new understanding of the mechanism for maintaining a finite imbalance in an

interacting system at long times. For interacting bosonic systems, we show that

dissipative processes lead to a decay of the memory of initial conditions. However,

the excitations created in the process act as a bath, whose noise correlators retain

information of the initial pattern. This sustains a finite imbalance at long times in

strongly disordered interacting systems. This work, to the best of our knowledge,

is the first one in the literature which provides a comprehensive non-equilibrium

field theoretical study of the imbalance dynamics of a disordered interacting Bosonic

system, which includes the e↵ects of both the dissipation and noise fluctuations

coming from inter-particle interaction. This is the minimal approximation needed to

account for possible thermalisation of the system in the long time limit.

In this section, we have discussed how strongly disordered isolated quantum systems

fail to thermalize and retain memory of initial condition in long time dynamics. In the

next section, we will now switch our focus to an alternate description of thermalization of

a quantum system coupled to an external bath, i.e an open quantum system.

1.4 Non-Markovian Dynamics of Open Quantum Systems

The dynamics of open quantum systems (OQS) [23] is the key to some fundamental ques-

tions in statistical physics, including issues of emergence of irreversibility, generation of

entropy [69, 70], generation of quantum entanglement [71] and approach to thermal equi-

librium [72]. A widely used paradigm to analyze the dynamics of OQS is the Born-Markov

approximation, which assumes that (i) coupling of the quantum system to the bath does

not change the dynamics of the bath and (ii) the e↵ective reduced dynamics of the system

is local in time. In systems with short range memory kernels, the Markovian approximation

emerges as a coarse-grained description of OQS dynamics over a scale ⌧course in the limit

⌧s � ⌧course � ⌧b. Here ⌧b and ⌧s are the autocorrelation times in the bath and the system.
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However, a broad class of systems, like BEC in trapped ultracold atoms [73, 74], quan-

tum dots coupled to superfluid reservoirs [75, 76], nanomechanical oscillators coupled to

BEC [77, 78], atoms/impurities coupled to radiation field in photonic crystals [79, 80] have

displayed signatures of non-Markovianness in their dynamics in various forms. Hence, the

study of non-Markovian dynamics in OQS has been gaining a lot of prominence in recent

years [81, 82].

In the dynamics of OQS, if the bath spectral function has non-analyticites (sharp

features) as a function of frequency, the reduced dynamics of the system becomes non-

Markovian [48]. These non-analyticites arise from a variety of sources like band edges,

Van-Hove singularities, Kohn anomalies [83] in phonon spectrum, etc. In chapter 5, we will

provide a detailed analysis of this phenomenon in presence of a vast set of non-analyticites

in a generic OQS using SK field theory and its new extension developed by us. We will

study both the transient and steady state dynamics of the non-Markovian OQS, arising

from the bath induced singularities. Our analysis yields,

• exact analytic solution for the reduced dynamics of the system at arbitrary strength

of system-bath coupling for a large class of experimentally relevant non-analyticites

in the bath spectrum. The reduced dynamics inherits the non-Markovianess in the

form of power-law tail in dissipative and noise kernel in e↵ective equation of motion.

• We have shown that the Green’s functions and hence the unequal time observables

(c.f current-current correlation function) in the steady state of the OQS, show a

short time “quasi”-Markovian exponential decay before crossing over to a power law

tail. The exponent of the power law decay is solely determined by the nature of the

non-analyticity, whereas the crossover time scale does depend on the strength of the

system-bath coupling and the location of the non-analyticity in the spectrum.

• We show that the power law decays survive in presence of inter-particle interaction

in the system, but the cross-over time scale is shifted to larger values with increasing

interaction strength.

Using the newly developed SK field theory formalism, which can include arbitrary ather-

mal initial conditions in the dynamics, we also study quantum transport in the transient

dynamics of the non-Markovian OQS, initialized to non-trivial density matrices.
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In the first five chapters of the thesis, we have focused on calculating few body cor-

relation functions in non-equilibrium dynamics of quantum many body systems starting

from arbitrary initial states. However, recent developments, with their roots in quan-

tum information theory, have led to descriptions of quantum many body systems in terms

of non-local measures like Wigner functions, entanglement entropy, quantum discord etc.

These have often provided complementary understanding [84, 85, 43, 86] of questions re-

garding thermalization of quantum systems. In the last chapter of the thesis (chapter 6),

we take a step towards understanding the dynamics of these non-local measures using SK

field theoretic approach.

1.5 Dynamics of Wigner Functions and Entanglement Entropy

for Bosons

We know that, in classical statistical mechanics, given the distribution function, f(x, p)

in phase space, the average value of any observable can be calculated as a phase space

integral, hAi =
R

dx dpA(x, p)f(x, p). But because of quantum mechanical uncertainty,

a joint probability distribution function for all the phase space variables can not be mea-

sured simultaneously in a quantum system. In this case, the Wigner quasi-probability

distribution function (WQD) [87] of a many body density matrix is a crucial construc-

tion in understanding the quantum system, as it provides a detailed tomography of the

density matrix and is the closest approximation to a“phase-space distribution function”

for quantum systems [41, 88]. The crucial distinction between the classical phase space

description and the WQD is that the later can take negative values in parts of the phase

space. Negativity of the Wigner function indicates the presence of non-classical correla-

tions in the system which can not be sampled by Monte Carlo techniques [89] in a classical

computer and serves as an important resource of quantum computation [90]. It also pro-

vides a promising direction to understand fundamental questions like thermalization and

generation of quantum entanglement, through entanglement entropy of a reduced density

matrix, in the context of an interacting many body quantum system driven in/out of equi-

librium. Recent success in measuring Wigner function [91] and entanglement entropy in

experiments [92] has prompted a lot of interest in this field. In a seminal work by K. E.

Cahill and R. J. Glauber [41] in 1969, it has been shown that both Wigner function and
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Renyi entanglement entropy (of order 2), S
(2), can be calculated from a quantity, “Wigner

characteristics function” (WCF), defined as the trace of the displacement operator defined

in coherent state basis.

In chapter 6 [93], we have derived a Keldysh field theoretic way of calculating WCF

and hence WQD and S
(2) in a generic (interacting) many body set up, applicable to both

open or closed Bosonic system. The key result of this work is to

• identify the WCF as the Keldysh partition function with a quantum source turned

on only at the time of measurement.

• Using this, we provide exact analytical solutions for WQD and S
(2) in terms of single-

particle Green’s function for non-interacting system and connected multi-particle

Green’s functions for interacting system. A major advantage in this field theoretic

technique to calculate entanglement entropy is to bypass the complicated boundary

conditions among di↵erent copies of the fields earlier used in replica method [94].

• We apply this technique to study the evolution of WQD and S
(2) in transient dy-

namics of an interacting open quantum system. The system starts from a many

body Fock state, a non-classical state having negativity in Wigner function and zero

entropy. We probe how the non-classical correlations decay and the entanglement

entropy grows in presence of the external dissipation, as the system evolves towards

thermal state using the new extension of the SK field theory developed by us in

chapter 3. We show interesting anti-correlated connection between the negativity of

the Wigner function and the Renyi entropy in the dynamics of the OQS.

1.6 Organization of the Thesis

We plan to present the main results of the thesis in the following way: In chapter 2, we will

introduce the structure of the standard Schwinger-Keldysh field theory for both Bosonic

and Fermionic systems. In chapter 3, we will derive the new extension of the SK field

theory to treat quantum dynamics starting from arbitrary athermal initial conditions. In

chapter 4, we will apply this formalism to the dynamics of a disordered (quasi-periodic)

Bosonic (Fermionic) many body system starting from a Fock state, as realized in the ultra-

cold atomic experiments on many body localized systems and provide physical insights
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into how the memory of the initial conditions are retained in the long time dynamics. In

chapter 5, we will study the role of initial conditions in the dynamics of a non-Markovian

many body OQS whose correlation functions show distinct power-law decay in the long-

time limit, governed by bath non-analyticites. In chapter 6, we will propose a new SK field

theoretic technique, of calculating Wigner function and Renyi entanglement entropy in a

Bosonic many body system, which does not require solving the field theory on complicated

manifolds. Finally, in chapter 7, we will briefly conclude with the main finding of the thesis

and future directions.
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Chapter 2
Review of Standard Schwinger-Keldysh Field

Theory

The most general problem in non-equilibrium dynamics of quantum many body systems

can be stated in the following way: given a many body Hamiltonian H(t), and an initial

many body density matrix ⇢̂0 at t = 0, one needs to find the evolution of the density matrix

⇢̂(t). This can then be used to calculate equal and unequal time correlation functions in the

system. The information of the full many body density matrix can also be used to construct

the reduced density matrix of a subsystem by tracing out remaining degrees of freedom.

This leads to calculation of non-local information theoretic measures like entanglement

entropy of the subsystem [42] with the rest of the degrees of freedom.

2.1 Two Contour Evolution

The time evolution of a many body density matrix is given by ⇢̂(t) = U(t, 0)⇢̂0U †(t, 0),

where, for Hamiltonian dynamics of a closed quantum system, the time evolution operator

is U(t, 0) = T [e�i
R t
0 dt0H(t0)]. For an open quantum system, U is not a unitary operator in

general. From standard path integral formulation, we know that the time evolution opera-

tor U(t, t0) can be expressed as a path integral over many body coherent states (eigenstate

of the annihilation operator ). Since the evolution of ⇢̂(t) involves two time evolution

operator U(t, 0) and U
†(t, 0) , its path integral representation requires two copies of this

fields, corresponding to forward and backward direction of time evolution. This results in

standard Schwinger-Keldysh field theory [55, 39], where the Keldysh partition function is
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Figure 2.1: Two contour evolution of ⇢̂(t) in standard Schwinger Keldysh (SK) field
theory showing forward and backward propagation in time. At initial time t = 0, the
system is completely specified by the many body density matrix, ⇢̂0. Expectation value of
the physical observable, O(t), is calculated by inserting the operator at time t on any one
(or place it symmetrically) of the two branches.

defined as,

Z = Tr[U(1, 0)⇢̂0U
†(1, 0)] (2.1)

The quantities that are of physical interest are the expectation value of observables O(t)

at time t, given by

hO(t)i = Tr[O⇢̂(t)] = Tr[U(0, t) O U(t, 0)⇢̂0] (2.2)

where trace is taken over the many body Hilbert space. This suggests an evolution of the

non-equilibrium system over a closed contour along the real time axis which is illustrated

by Fig. 2.1. Starting from t = 0, where the system is completely specified by the initial

density matrix ⇢̂0, it evolves forward to t along (+) branch of the contour, the observable

is measured at t and then it evolves back along backward contour(�) to t = 0 again. The

trace operation connects the evolution along the two branches of the contour at the initial

and end point i.e t = 0 giving rise to closed Keldysh contour[95].

To calculate these observables in non-equilibrium dynamics of quantum many body

systems, the standard trick is to add a source term to the Hamiltonian , which couples to

the observable in question as, HO(t) = H(t)±O ⌘(t)
2 . The source term explicitly breaks the

symmetry between the forward and backward branch of the Keldysh contour. In this case

the closed contour evolution operator, UC = U(0, 1)U(1, 0) with the full Hamiltonian

HO(t) is not equal to identity. The Keldysh partition function (generating functional) is

then calculated in presence of the source, ⌘, as, Z[⌘] = Tr[UC ⇢̂0]. From this, the physical

observables are calculated by hO(t)i = �Z[⌘]/�⌘|⌘=0.
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Now we will briefly illustrate how one can recover the thermal limit, i.e the standard

one contour evolution in real time formalism of quantum field theory from the SK field

theory. In the special case of a system in thermal equilibrium, the theory can be for-

mulated in terms of an adiabatic switching on and o↵ of time dependent interaction in

distant past, t = �1, and distant future, t = 1, respectively. In this case, the evolu-

tion along the forward and backward path of a closed keldysh contour can be avoided by

the following argument. For a system at temperature, T = 0, the trace operation essen-

tially reduces to taking the expectation value in ground state, |0i, of the non-interacting

Hamiltonian, governing the system at t = �1. By the virtue of adiabaticity, the state

of the system at t = 1 is the same as that of the non-interacting Hamiltonian at

t = �1 modulo a phase factor e
iL. Hence, we can write, h0|U(1, �1) = h0|eiL. In-

serting U(1, �1) at the left most position of the trace operation in Eq. 2.2, we get,

hO(t)i = h0|U(1, �1)U(�1, t) O U(t, �1)⇢̂0|0i/h0|U(1, �1)|0i. This immediately

implies that the evolution of a thermal system can be described by the forward branch

only. In contrast, for systems out-of-equilibrium we need to carry out the evolution along

the two-branch contour.

In this chapter, we will briefly review of the structure of the standard SK field theory [55]

for out-of-equilibrium closed systems, starting from thermal ⇢̂0, both to set up notations

and to provide context for our extension of the formalism for non-thermal ⇢̂0 in the next

chapter. We will work out the structure of the theory for non-interacting Bosonic and

Fermionic many body systems in sections section 2.2 and section 2.4 which will be extended

to interacting systems in section section 2.3. The contents of this chapter are adopted from

standard textbooks [55, 39] on non-equilibrium field theoretic techniques for quantum many

body system.

2.2 Bosonic Systems Starting from Thermal ⇢̂0

In this section, we will illustrate the basic structures of the SK path integral formalism with

an example of a simple many body quantum system consisting of a bunch of non-interacting
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2.2. BOSONIC SYSTEMS STARTING FROM THERMAL ⇢̂0

Bosons, governed by the Hamiltonian,

H =
X

k

!k a
†

kak. (2.3)

Here, a
†

k is the Bosonic creation operator of the k-th mode of energy !k and [ak, a
†

k] = 1.

In this case, the Keldysh partition function, defined in Eq. 2.1, can be written as a path

integral in terms of the many body Bosonic coherent state, |�i, of the form,

Z =

Z
D[�+,��]ei(S[�+]�S[��])h�+(0)|⇢̂0|��(0)i (2.4)

where, �+(t) and ��(t) represent the field configurations of the Bosonic field �(t) along

the forward and backward path respectively. We note that the two copies of the fields,

�+(t) and ��(t), are not independent, but they are correlated by the matrix element of

the initial density matrix, as shown in Eq. 2.4. For a system starting from thermal density

matrix, ⇢̂0 = exp[��Ĥ], the matrix element, h�+(0)|⇢̂0|��(0)i can easily be exponentiated

to obtain the Keldysh partition function of the form,

Z =

Z
D[�+,��]e

i[
R1
0 dt

R1
0 dt0

P

k,k0
�†(k,t)Ĝ�1(k,t;k0,t0)�(k0,t0)]

(2.5)

where �†(k, t) = [�⇤

+(k, t),�⇤

�
(k, t)], and

G
�1
++(k, t; k0

, t
0) = �G

�1
��

(k, t; k0
, t

0) = �(t � t
0)�k,k0 [i@t � !k],

G
�1
+�

(k, t; k0
, t

0) = �i ⇢0k �(t)�(t
0)�k,k0 , G

�1
�+(k, t; k0

, t
0) = 0,

with ⇢0k = exp[��!k]. Here it is worthwhile to mention that the information about initial

distribution, ⇢̂0, is included as a boundary term in the continuum SK field theory. Inverting

the kernel in Eq. 2.5, we can define four kinds of two point correlators involving �+(t) and

��(t), namely,

h�+(k, t)�⇤

�
(k0

, t
0)i = iG+�(k, t; k0

, t
0) , h��(k, t)�⇤

+(k0
, t

0)i = iG�+(k, t; k0
, t

0)

h�+(k, t)�⇤

+(k0
, t

0)i = iG++(k, t; k0
, t

0) , h��(k, t)�⇤

�
(k0

, t
0)i = iG��(k, t; k0

, t
0)
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Figure 2.2: Graphical representation of three single particle Green’s functions of
Bosonic Keldysh field theory: retarded GR(k, t; k0

, t
0), advanced GA(k, t; k0

, t
0) and Keldysh

GK(k, t; k0
, t

0) Green’s functions consisting of classical and quantum fields respectively. �cl

and �q are represented by solid and dashed lines respectively.

These four correlation functions are not independent [95] and are related by,

G++(k, t; k0
, t

0) + G��(k, t; k0
, t

0) � G+�(k, t; k0
, t

0) � G�+(k, t; k0
, t

0) = 0 (2.6)

To get rid of this redundancy, we perform the Keldysh rotation, which is a linear transform

among the �± fields and work with the classical and quantum fields defined as,

�cl(k, t) =
�+(k, t) + ��(k, t)p

2
, �q(k, t) =

�+(k, t) � ��(k, t)p
2

. (2.7)

In the rotated basis, we obtain the two fundamental one particle Green’s function of

the Keldysh formalism, namely, retarded GR(k, t; k0
, t

0) and Keldysh GK(k, t; k0
, t

0) Green’s

function involving the new fields �cl and �q. In the proper continuum limit, the structure

of these Green’s functions in the Keldysh formalism are given by,

�ih�↵(k, t)�⇤

�(k
0
, t

0)i = G↵�(k, t; k0
, t

0) =

0

@GK(k, t; k0
, t

0) GR(k, t; k0
, t

0)

GA(k, t; k0
, t

0) 0

1

A , (2.8)

where ↵, � = cl, q and GA = G
†

R. Here it is important to note that, the q � q component of

the Green’s function is zero and it con continues to be valid even in presence of interaction.

Graphical representations of these two point correlation functions are shown in Fig. 2.2,

where �cl and �q fields are represented by solid and dashed lines respectively. In case of

the specific example of the Bosonic Hamiltonian given in Eq. 2.3 whose initial distribution
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2.2. BOSONIC SYSTEMS STARTING FROM THERMAL ⇢̂0

is the equilibrium Bose distribution, nB(!k) = ⇢0k/(1 � ⇢0k), the one particle Green’s

functions have the form,

GR(k, t; k0
, t

0) = �i�k,k0✓(t � t
0)e�i!k(t�t0)

, G
K(k, t; k0

, t
0) = �i[2nB(!k) + 1)]�k,k0e

�i!k(t�t0)
. (2.9)

The one particle Green’s functions of the Keldysh field theory, defined in Eq.2.8, possess

some important universal properties, built in the structure of the formalism, which are

stated below,

• The retarded and advanced Green’s functions are lower and upper triangular matrix

in the time domain respectively. The retarded Green’s function, GR(k, t; k0
, t

0), can be

physically interpreted as the conditional probability amplitude of finding the particle

in mode k at time t given that it was in the mode k
0 at some previous time t

0.

Hence, it does not depend on the initial condition of the system and only contains

information about spectrum of the system.

• The retarded and the advanced Green’s function satisfy the product rule,

G
1
R/A � G

2
R/A � G

3
R/A � ... � G

l
R/A = G

R/A

where � implies convolution in time domain and the superscript indices denote some

single-particle index .

• Keldysh Green’s function is an anti-Hermitian matrix G
K = �[GK ]†. It explicitly

depends on the initial distribution function of the system.

• Equal time correlators satisfy an important property,

G
R(k, t; k0

, t) + G
A(k, t; k0

, t) = 0. (2.10)

The two point correlation functions involving �cl and �q can be formally constructed

from a continuum Keldysh action, S, in the rotated basis. In the proper continuum limit,
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S takes the following form,

S =

Z
dt

Z
dt

0
X

k,k0

[�⇤

cl(k, t),�⇤

q(k, t)]

2

4 0 G
�1
A

G
�1
R G

�1
K

3

5

2

4 �cl(k0
, t

0)

�q(k0
, t

0)

3

5 (2.11)

where G
�1
K = �i coth[!k/2T ]�(t)�(t0) and

G
�1
R/A(k, t; k0

, t
0) = �(t � t

0)�k,k0(i@t � !k ± i⌘) and G
�1
K = �G

�1
R � GK � G

�1
A . (2.12)

with ⌘ = 0+. This action, S maintains the following important causality structures the

Keldysh of field theory:

• S[�cl, 0] = 0, which implies that for a pure classical field configuration i.e �+ = ��

, the dynamic phase, S+ accumulated along forward path of the evolution is exactly

canceled by that, S�, along the backward path.

• G
�1
A and G

�1
R are upper and lower triangular matrices respectively.

• The Keldysh component, G
�1
K is an anti-Hermitian matrix and stores the information

about the initial distribution.

It is worthwhile to note that these properties are robust and continue to hold for interacting

systems as well as for systems coupled to external baths (OQS).

If we are interested in studying the steady state dynamics , we can push the initial time

to t0 = �1 and work in frequency space, !. The initial condition can then be expressed

as a Keldysh self-energy of the form G
�1
K (!) = �2i⌘F (!), where for thermal distribution

function, F (!) = coth[!/2T ] for Bosons. Inverting the matrix in the action, it can be easily

seen that GK(!) = [GR(!) � GA(!)]F (!), which is restatement of fluctuation-dissipation

theorem for thermal systems.

In the next section, we will introduce the additional structures required in the non-

equilibrium field theory to deal with inter-particle interaction in Bosonic systems.

2.3 Inter-particle Interaction for Bosons

In this section, we will generalize the standard SK field theoretic technique, described in

the previous section, to the case of an interacting Bosonic systems. We consider a system
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2.3. INTER-PARTICLE INTERACTION FOR BOSONS

of Bosons interacting via spatially short-ranged, time-local pairwise potential given by the

Hamiltonian,

Hint = U

X

q,k,k0

a
†

ka
†

k0ak0+qak�q (2.13)

where the coupling constant U is related to the scattering length. To include the e↵ect

of interaction, we add a corresponding term, Sint to the Keldysh action, which takes the

following form in the ± basis,

Sint = U

X

q,k,k0

1Z

�1

dt [ �
⇤

+(k, t)�⇤

+(k0
, t)�+(k0 + q, t)�+(k � q, t)

� �
⇤

�
(k, t)�⇤

�
(k0

, t)��(k0 + q, t)��(k � q, t)] (2.14)

In the rotated basis, this term can be written in terms of the four bare interaction vertices

as,

Sint = U

X

q,k,k0

1Z

�1

dt [ �
⇤

cl(k, t)�⇤

cl(k
0
, t)�cl(k

0 + q, t)�q(k � q, t)

+ �
⇤

q(k, t)�⇤

q(k
0
, t)�q(k

0 + q, t)�cl(k � q, t) + c.c.] (2.15)

These four vertices are graphically shown in Fig. 2.3. The two point correlation functions

can be evaluated in the full interacting action as,

G↵�(k, t; k0
, t

0) = �ih�↵(k, t)�⇤

�(k
0
, t

0)i =

Z
D[��⇤]�↵(k, t)�⇤

�(k
0
, t

0)e iS0+iSint (2.16)

For a generic interaction, this problem cannot be solved exactly, but a diagrammatic

perturbation theory can be constructed with the matrix of propagators and the four interac-

tion vertices having cl/q indices. With these changes, standard field theoretic calculations,

including non-perturbative resummation of the series can be undertaken in the usual way.

The SK field theory then operationally becomes equivalent to the standard field theories

with this added 2�component structure. The structure of the diagrams in Eq. 2.16 admit

an expansion in terms of an irreducible one particle self energy, ⌃̂ as in standard quantum

field theory. The self energy, ⌃̂ also possesses the 2 ⇥ 2 matrix structure of the SK field

theory and the e↵ect of inter-particle interaction is included in the action by dressing the
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Figure 2.3: Graphical representation of interaction vertices: In the SK field theory, the
e↵ect of interaction in incorporated by the four bare interaction vertices involving �cl and
�q fields. There is no vertex generated by interaction that contains only classical fields.
Hence, the causality structure of the Keldysh action is maintained in presence inter-particle
interaction.

inverse propagator as,

Ĝ
�1 = Ĝ

�1
0 � ⌃̂ (2.17)

This yields the Dyson equations relating the dressed single particle Green’s functions to

the non-interacting Green’s functions and the irreducible one-particle self-energies, ⌃̂, as,

GR(k, t; k0
, t

0) = GR0(k, t; k0
, t

0) +
Z t

t0
dt1

Z t1

t0
dt2

X

l,m

GR0(k, t; l, t1)⌃R(l, t1; m, t2)GR(m, t2, k
0
, t

0)

GK(k, t; k0
, t

0) = GK0(k, t; k0
, t

0)

+

Z t

0

dt1

Z t0

0

dt2

X

l,m

GR(k, t; l, t1)⌃K(l, t1; m, t2)G
⇤

R(k0
, t

0; m, t2),(2.18)

where the non-interacting one particle Green’s function, Ĝ0 is calculated from the corre-

sponding non-interacting action, S0. We note here that one of the conditions for main-

taining causality structure, namely, (S0 + Sint)[�cl,�q = 0] = 0 is automatically set by

construction. The other criterion, i.e G
†

R = GA and GK† = �GK will also be satisfied if
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⌃ follows the same causality structure as G
�1
0 , i.e ⌃R = ⌃†

A, they are lower and upper

triangular matrix in time domain respectively and ⌃K is anti Hermitian. It can be shown

that ⌃̂ maintains this causality structures order by order in perturbation theory [55].

The physical meaning of the self energies become apparent from the classical saddle

point equation of motion of the classical Bosonic fields, obtained from @S[�cl,�q]/@�cl|�q=0 =

0, as,

[i@t � !k]�cl(k, t) �
X

k0

Z
dt

0⌃R(k, t; k0
, t

0)�j(k
0
, t

0) = ⌘k(t) (2.19)

where the random noise ⌘ has correlators, h⌘k(t)⌘l(t0)i = �i⌃K(k, t; l, t0). The real part

of ⌃R modifies the dispersion of the Hamiltonian and the imaginary part gives rise to

dissipation in the system. The Keldysh self-energy, ⌃K , is related to the correlation between

the stochastic fluctuations induced by the inter-particle interaction.

We will conclude this section with this general structure of the interacting Bosonic

theory within the framework of the SK path integral formulation. Here, we will not discuss

various perturbative and non-perturbative methods that are widely used to solve the Dyson

equation for an interacting system and leave this as topic of discussion in the coming

chapters where we will apply an extension of SK field theory to study dynamics of an

interacting system. In the next section, we will extend this non-equilibrium field theoretic

technique to the case of a Fermionic many body system, pointing out the main di↵erences

from the Bosonic case.

2.4 Fermionic Systems Starting from Thermal ⇢̂0

In this section, we will work out the structure of the standard SK field theory to treat the

dynamics of a Fermionic system, focusing on the major changes needed to be included from

the Bosonic theory. For a Fermionic system governed by the non-interacting Hamiltonian

given in Eq. 2.3, the partition function can be expanded as a path integral over Grassmann

coherent states as,

Z =

Z
D[ +, �]ei(S[ +]�S[ �])h +(0)|⇢̂0| �  �(0)i (2.20)

where  ± are the Grassmann fields. Note the additional minus sign in the matrix ele-

ment comes from writing a trace in the Fermionic Fock space as integrals over Grassmann
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Figure 2.4: Graphical representation of three single particle Fermionic Green’s func-
tions of Keldysh field theory: retarded GR(k, t; k0

, t
0), advanced GA(k, t; k0

, t
0) and Keldysh

GK(k, t; k0
, t

0) Green’s functions consisting of  1 and  2 fields.  1 and  2 are represented
by solid and dashed lines respectively.

fields [96]. For a Fermionic system starting from thermal density matrix, ⇢̂0 = exp[��Ĥ],

the matrix element, h +(0)|⇢̂0|� �(0)i can easily be exponentiated to obtain the Keldysh

partition function of the form,

Z =

Z
D[ +, �]e

i[
R1
0 dt

R1
0 dt0

P

k,k0
 †(k,t)Ĝ�1(k,t;k0,t0) (k0,t0)]

(2.21)

where  †(k, t) = [ ̄+(k, t),  ̄�(k, t)]. The inverse Green’s function in the Fermionic action

is the same as that in the Bosonic action (3.6), except for the +� component which is

modified to G
�1
+�(k, t; k0

, t
0) = i ⇢0k �(t)�(t0)�k,k0 . Similar to the case of Bosons, four kinds

of one particle Green’s functions can be defined by inverting the kernel in Eq. 2.21, which

are not independent and related by Eq. 2.6. To get rid of this redundancy, for Fermions,

we follow Larkin-Ovchinikov transformation 1,  1 = ( + +  �)/
p

2,  ̄1 = ( ̄+ �  ̄�)/
p

2,

 2 = ( +� �)/
p

2, and  ̄2 = ( ̄++  ̄�)/
p

2 and obtain the one particle Green’s functions

of the Fermionic field theory as,

�ih ↵(k, t) ⇤

�(k
0
, t

0)i = G↵�(k, t; k0
, t

0) =

0

@GR(k, t; k0
, t

0) GK(k, t; k0
, t

0)

0 GA(k, t; k0
, t

0)

1

A , (2.22)

where ↵, � = 1, 2, GA = G
†

R and GK is anti-Hermitian. The retarded, advanced and

Keldysh component of the Green’s functions of the Fermionic theory, shown in Fig.2.4,

1We note that in Grassmann algebra, the choice of  and  ̄ fields are arbitrary and they are not related
by conjugation as for complex Bosonic fields.
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posses additional causality structures listed for the Bosonic case in section 2.2. Their

exact expressions for the thermal ⇢̂0 can be found from,

GR(k, t; k0
, t

0) = �i�k,k0✓(t � t
0)e�i!k(t�t0)

, G
K(k, t; k0

, t
0) = �i[1 � 2nF (!k))]�k,k0e

�i!k(t�t0)
, (2.23)

where the equilibrium Fermi distribution function, nF (!k) = ⇢0k/(1+⇢0k). In this case, the

fluctuation dissipation theorem relates the three Green’s function by, GK(!) = [GR(!) �

GA(!)] tanh(!/2T ). These Green’s functions can be correctly reproduced by the continuum

Keldysh action, S, given by,

S =

Z
dt

Z
dt

0
X

k,k0

[ ̄1(k, t),  ̄2(k, t)]

2

4 G
�1
R G

�1
K

0 G
�1
A

3

5

2

4  1(k0
, t

0)

 2(k0
, t

0)

3

5 (2.24)

In this case, S[ ̄1 = 0, 2 = 0] = 0, (b) G2,1 = 0 and the retarded and advanced components

of the inverse Green’s functions will follow the same properties as stated for Bosons. Here,

it is worthwhile to note that, in Larkin-Ovchinikov convention for Fermions, the 2⇥2 matrix

structure of the Green’s function, Ĝ, is same as that of the inverse Green’s function, Ĝ
�1,

which gives certain technical advantages in the Fermionic theory.

Similar to the Bosonic case, the e↵ect of short-ranged inter-particle scattering between

Fermions can be included in the Keldysh action via four bare interaction vertices involving

 1 and  2 fields. The standard perturbative and non-perturbative diagrammatic approxi-

mations available in quantum field theory for Fermions can also be applied in this out-of-

equilibrium situation by suitably incorporating the 2 ⇥ 2 matrix structures of the Green’s

functions of the Keldysh field theory.

2.5 Discussion

In this chapter, we have reviewed the non-equilibrium field theoretic formalism for the

dynamics of a quantum Bosonic/Fermionic many body system. The SK field theory is

written in terms of doubled fields in a real time formalism, with a path/functional integral

extended over a closed contour shown in Fig. 2.1. It is clear that if the matrix element

of ⇢̂0 in Eq. 2.4 or Eq.2.20 can be written as an exponential of a low order polynomial

of the fields, one can obtain a standard action based formalism for the dynamics. This
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can be easily achieved if ⇢̂0 is a thermal density matrix corresponding to a Hamiltonian

Ĥ containing only a few body operators, i.e. ⇢̂0 = exp[��Ĥ]. In this case the matrix

element can be written as an Euclidean path integral, and the full Z is a path integral

over the Kadano↵ Baym contour, which extends into the imaginary axis from t = 0 to

t = �i�. However, for a large class of ⇢̂0, the above prescription does not work and

clearly a new formalism is required to treat the vast set of initial conditions, which do

not lend themselves to a simple Ĥ. In the next chapter, we will develop a new extension

of the Keldysh field theory which can deal include arbitrary initial density matrix in the

dynamics of a quantum many body system. This formalism will serve as an important tool

to study the e↵ect of initial conditions during the evolution of quantum systems starting

from non-trivial density matrices.

26



Chapter 3
Non-equilibrium Field Theory for Arbitrary

Initial Conditions

3.1 Introduction

The standard techniques of the Schwinger-Keldysh field theory, developed in the previous

chapter, have been used extensively to study dynamics of various quantum many body

systems, driven out-of-equilibrium. However, the current formulation of SK field theory

has a major shortcoming: it can only e�ciently deal with initial density matrices, ⇢̂0,

which are thermal (this includes ground states). As we discussed in the previous chapter,

if ⇢̂0 is a thermal density matrix corresponding to a non-interacting Hamiltonian, Ĥ0, i.e.

⇢̂0 = exp[��Ĥ0], the matrix element of ⇢̂0 in Eq.2.4 and Eq.2.20 can be written as a

quadratic term in the Keldysh component, G
�1
K of the action. If ⇢̂0 is a thermal density

matrix corresponding to a interacting Hamiltonian containing only a few body operators,

the matrix element of ⇢̂0 is written as an imaginary time field theory and the real time

path integral is extended into the Kadano↵-Baym contour [97, 98] along the imaginary

time axis (see Fig. 3.1 (b)). The SK field theory is also widely used in describing steady

states of quantum systems where the memory of the initial condition is assumed to be

erased [56, 49]. But several interesting questions in non-equilibrium dynamics of many

body systems, where dependence on initial conditions need to be tracked explicitly, cannot

even be tackled within current formulation of this formalism.

In this chapter, we will develop a comprehensive action based SK field theoretic formal-

ism [57] which can explicitly keep track of arbitrary initial conditions and their e↵ect on the
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quantum dynamics of Bosons and Fermions. To incorporate arbitrary initial conditions,

we will consider a SK field theory in presence of a source, û which couples to bilinears of

the initial fields in the action. This source is turned on only at the initial time, i.e. it acts

like an impulse. Di↵erent n-particle Green’s functions, Ĝ
(n)(u) are then calculated in this

theory in presence of the source û. The physical correlators, corresponding to dynamics

starting from a particular ⇢̂0, can then be obtained by taking a set of derivatives of the

Green’s functions with respect to û and then setting û to zero. The particular set of deriva-

tives to be taken depends on ⇢̂0. We note that, in this formulation the calculation of the

Green’s functions are universal, i.e. they do not depend on particular ⇢̂0. The information

of specific ⇢̂0 is required solely to determine the set of derivatives (w.r.t û) to be taken to

obtain the physical correlators.

In this formalism, we are able to construct a set of intermediate quantities, Ĝ
(n)(u),

which have the structure of “n-particle Green’s functions” and are derived from the action

(with the source û) in the usual field theoretic way; i.e. Wick’s theorem holds for these

quantities. One can, for example, construct a diagrammatic perturbation theory for Ĝ
(n)(u)

using standard rules of SK field theory. The usual paradigms of obtaining interacting

Green’s functions in terms of self-energies and higher order vertex functions are valid for

these quantities. These are however not the physical n-particle correlators; we provide a

prescription to compute the physical correlators for di↵erent initial density matrices from

these intermediate quantities. The key theoretical advance in this formalism is to prescribe

a two step process: (i) construction of intermediate quantities where we can apply the

well studied structures and standard approximations of SK quantum field theory, and

(ii) a prescription to obtain physical correlation functions from them. We would like to

emphasize that the above statements are exact even for interacting open quantum systems

and do not involve any ad-hoc approximation regarding the initial correlations.

There are some other key advantages of having an action based formalism: (i) all cor-

relation functions can be derived from a unified description by adding linear source fields

J to the action and then taking appropriate derivatives w.r.t J . Hence they are all on the

same theoretical footing, as opposed to a focus on one particle correlators (ii) The general

formalism keeps track of all “n-particle initial correlations”. For non-interacting theories it

leads to exact answers for physical correlation functions, even for open quantum systems.
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This is in itself non-trivial since there is no Wick’s theorem for physical correlators. This

is an advantage of the new formalism over the earlier attempt in this direction, namely,

Konstantinov Perel (KP) formalism [99], where it is hard to get exact answers even for

non-interacting theories starting from arbitrary initial condition. (iii) For interacting the-

ories, it leads to exact expressions on which approximations have to be made for practical

calculations. In this case, this formalism provides the most transparent way to understand

and make useful approximations. (iv) The action principle provides a way to integrate out

degrees of freedom and construct e↵ective theories. E↵ective theories of dynamics starting

from arbitrary initial conditions is a completely unexplored area where there may be new

surprises. This may lead to a renormalization group analysis [100, 101] of non-equilibrium

dynamics starting from non-trivial initial conditions.

In this chapter, we will set up the general formalism, but focus mainly on non-interacting

systems where we can make exact statements. Potential applications of this new formalism

to study role of initial conditions in the dynamics of disordered systems and open quan-

tum systems will be discussed in chapter 4, chapter 5 and chapter 6 respectively. We will

now provide a guide map to explore this chapter. In section 3.2, we will briefly review

some of the previous attempts to include information of arbitrary initial conditions within

a non-equilibrium field theoretic framework. We will also illustrate the context of why a

new action based formalism is needed to study dynamics of quantum many body systems

starting from arbitrary initial conditions. In the next section 3.3, we will explain the main

idea behind the extension of the SK formalism to include arbitrary initial condition and in-

troduce the new ingredients of the field theory. In section 3.4, we will explicitly work them

out for a system of Bosons starting from generic density matrix in Fock space. We first

consider the pedagogical case of a single Bosonic mode starting from a density matrix di-

agonal in the number basis and derived the corresponding formalism. We then extend this

to a multi-mode system starting with density matrix diagonal in the Fock basis. Finally,

we consider the extension to arbitrary initial density matrices with o↵-diagonal elements

in the Fock basis. In section 3.5, we consider a Fermionic theory. A large part of the

derivations of the Fermionic theory follows along lines similar to that of Bosonic theory.

In this section, we will mainly focus on the modifications required to convert the Bosonic

theory to the Fermionic theory. In section 3.6, we will focus on calculating multi-particle

29



CHAPTER 3. NON-EQUILIBRIUM FIELD THEORY FOR ARBITRARY INITIAL
CONDITIONS

physical correlators for a system of non-interacting Bosons and Fermions starting from

arbitrary initial condition. We will show how the Wick’s theorem is violated by explicitly

computing the corrections to the Wick reconstruction of the two particle physical correla-

tors in terms of one particle physical correlators. Finally, in section 3.7 we will sketch the

general structure of the interacting theory. We will construct the intermediate quantities

for which a diagrammatic perturbation theory can be worked out in case of an interacting

system, and sketch how that can be done, but we will leave the question of the di↵erent

approximations and their validity in interacting systems for forthcoming chapters.

3.2 Previous Attempts to Include Non-Thermal Initial Condi-

tion

There have been two major streams of attempts in the past to include arbitrary initial con-

ditions within a field theoretic approach. The first one starts from the Martin-Schwinger

hierarchical equation [102] for the one-particle Green’s function and then tries to include

initial correlations in di↵erent ways. In this case one assumes a Dyson equation with a self

energy structure, and then modifies the self energy to satisfy initial boundary conditions

[103, 104]. There are two main problems with this approach: (i) It assumes that a Dyson

equation for one-particle Green’s function can be written in terms of an irreducible self

energy, which is itself a function of one particle Green’s functions, or with additive correc-

tions representing initial correlations. Since Wick’s theorem is not valid in a theory with

arbitrary initial condition (as we will show from exact expressions in our formalism), it is

not clear under what condition this can be done. (ii) Singling out the one particle corre-

lation function does not automatically provide a way to write down equations for higher

order correlation functions even in a non-interacting theory [105, 106, 107] which will be

evident from our formalism. The second approach, due to Konstantinov and Perel [99],

essentially states that since the density matrix is a Hermitian operator with non-negative

eigenvalues, it can always be written as an exponential of some many body Hamiltonian,

Ĥ0, i.e. ⇢̂0 = exp[��Ĥ0]. This imaginary time Hamiltonian, Ĥ0 can be quite di↵erent from

the Hamiltonian which generates dynamics of the system [108, 109, 98]. One can then use

the old Kadano↵-Baym contour, shown in Fig. 3.1(b), with the dynamics along the imag-

inary time contour governed by this new “Hamiltonian”. However, (i) for a given generic
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Figure 3.1: (a) Keldysh contours showing forward and backward propagation in time.
In our formalism, the matrix element of the initial density matrix, ⇢̂0 is written as the
derivative of exp[i�S(u)], where �S(u) is an added quadratic term in the action which
couples to the initial bilinear source û. The set of derivatives, L(@u, ⇢0), to be taken, is
completely dictated by initial ⇢̂0. (b) The Kadano↵ Baym contour with an extension along
the imaginary time axis, from t = 0 to t = �i�. For thermal ⇢̂0 = exp(��Ĥ0), h⇢̂0i is
written as a path integral along the imaginary axis. In KP formalism, any ⇢̂0 is cast in the
form, ⇢̂0 = exp[��Ĥ0], with some imaginary time Hamiltonian, Ĥ0. For arbitrary ⇢̂0, Ĥ0

does not necessarily contain only a few body local operator

density matrix, finding the “imaginary time Hamiltonian” requires a diagonalization in an

exponentially large Hilbert space and (ii) there is no guarantee that the resulting “Hamil-

tonian” will be local or will only have few-body operators. Then the field theory along

the imaginary time contour becomes very hard to implement. Even for systems evolving

in real time with a non-interacting Hamiltonian, the arbitrary non- thermal initial state

maps the problem into a non-Gaussian field theory along the imaginary time axis of the

Kadano↵-Baym contour and hence cannot be solved exactly.

In the next section, we will introduce the structure of the new action based formalism,

based on SK field theory, which can treat arbitrary initial density matrix of the quantum

many body systems. We will illustrate how the new formalism provides a comprehen-

sive method to calculate physical correlators in the dynamics, which can avoid the above

mentioned shortcomings of the earlier attempts in this direction.

3.3 Structure of the New Formalism for Arbitrary Initial Con-

ditions

In this section, we will describe the general structure of the formalism which allows us to

treat dynamics of a system of Bosons/Fermions starting from an arbitrary initial density

matrix. We will focus on the key modifications of the SK field theory required to achieve

this, leaving the detailed derivation for later sections. We intend to highlight the fact that
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several properties, which are taken for granted in standard field theories, do not hold in

this case. We will discuss the ways to get around these di�culties.

We will develop our formalism for a system with large but finite number of degrees

of freedom. We will consider the question of taking the continuum limit for the physical

correlation functions at the very end. In the new formalism, the matrix element of ⇢̂0

between coherent states in Eq. 2.4 and Eq. 2.20 is written as a polynomial of the bi-linears

of the initial fields. This can be exponentiated by adding to the standard Keldysh action,

a term �S, where functions of a source field û, couple to bilinears of the fields only at t = 0.

The polynomial can then be retrieved by taking appropriate derivatives of exp[i �S(u)]

w.r.t û and setting û to zero [Fig. 3.1 (a)]. The detailed derivation of the source function

which achieves this will be slightly di↵erent for Bosons and Fermions and depends on the

structure of the initial density matrix. These details will be filled in the next sections, and

are cataloged in Table 3.1. For both Bosons and Fermions, the new term can be seen as

an addition to the term ⌃K in eq. 2.11 and eq. 2.24 and maintains the anti-hermiticity

property of ⌃K . This term can be thought of as a generalized impulse potential felt by the

system at the initial time.

The functional integral over the fields can be done first to obtain the partition function

Z(u) and the derivative w.r.t û can then be taken on this quantity to get the physical

partition function corresponding to ⇢̂0. On top of this, sources J which couple linearly to

the fields at all times t > 0 can be added to this action, and the functional integrals over

the fields performed to yield the partition function, Z(J, u). Note that u and J couple

di↵erently to the fields: û couples to bilinears only at t = 0, while J couples linearly at

all times. This implies that no cross derivative of any quantity w.r.t û and J survives

when all the source fields are set to zero. Then the Green’s function in presence of û can

be calculated by taking appropriate derivatives of Z(J, u) with respect to J , and setting

J = 0. For a quadratic theory with action

S(u) =

Z
dt

Z
dt

0 †(t)Ĝ�1(t, t0, u) (t0), (3.1)

where  †(t) = [�⇤

cl(t),�
⇤

q(t)] for Bosons and  †(t) = [ ⇤

1(t), 
⇤

2(t)] for Fermions, the physical

one particle correlation function can be obtained by taking proper derivative of N (u)Ĝ(u),

where the normalization N (u) = [Det {�iĜ
�1(u)}]�⇣ comes from performing the Gaussian
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integral, with ⇣ = ±1 for Bosons (Fermions), and Ĝ(u) is the inverse of the matrix in

equation 3.1. While Ĝ(u) is not the physical one-particle correlation function, we will see

that it is an important intermediate construction, which has very useful properties and

will be used many times in developing the theory. We will call this object the “Green’s

function in presence of initial source û”, since it is indeed the Green’s function for the

saddle point equations of the action with the initial bilinear source term. We stress once

again that this is not the physical one particle correlator of the system.

The physical one-particle correlator is now given by,

Ĝ⇢0 = L(@u, ⇢0)[N (u)Ĝ(u)]|u=0 (3.2)

where L is a di↵erential operator which depends on ⇢̂0 and encodes initial correlations.

The di↵erent forms of �S, N (u) and L(@u, ⇢0) for a large class of initial conditions for both

Bosons and Fermions are tabulated in Table 3.1. The detailed derivations are given in

later sections of this chapter. We can generalize the above procedure to the computation

of a physical “n-particle correlator”, i.e

ˆG(n)
⇢0 = L(@u, ⇢0)[N (u)Ĝ(n)(u)]

����
u=0

(3.3)

Note that the di↵erential operator L and the normalization N (u) is the same for all order

correlation functions. Ĝ(u) and Ĝ
(n)(u) are derived from the action S(u) using standard

SK field theoretic ways, i.e. initial conditions do not play a role in the derivation. Thus,

Ĝ
(n)(u) can be easily written as a sum of products of Ĝ(u) using Wick’s theorem. This

relationship is violated by the application of the di↵erential operator L(@u, ⇢0), i.e. G(n)
⇢0

can not be written as a sum of products of G⇢0 even for a non-interacting theory. The

absence of a Wick’s theorem for physical correlators in a non-interacting theory is at the

heart of all the complications in constructing physical correlators in interacting theory in

terms of non-interacting correlators.

Our formalism bypasses this di�culty by constructing Ĝint(u) and Ĝ
(n)
int(u) for an in-

teracting theory. These quantities are obtained by standard SK field theoretic techniques

from an action S(u) + Sint where Sint represents the inter-particle interactions. The dia-

grammatic expansion of Ĝint(u), in terms of Ĝ(u) and the interaction vertices, follow the
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System Initial Density Matrix �S(u) N (u) L(@u, ⇢0)
Single mode :Diagonal ⇢̂0 i�

⇤

q(0)�q(0)1+u
1�u

1
1�u

P
n

1
n!cn@

n
u

=
P

n cn|nihn|

Multi-mode :Diagonal ⇢̂0 i
P

↵ �
⇤

q(↵, 0)�q(↵, 0)1+u↵
1�u↵

1Q
↵(1�u↵)

P
{n}

c{n}

Q
�

@
n�
u�

n� !

Boson =
P

{n} c{n}|{n}ih{n}|

Multi-mode :Generic ⇢̂0 i
P
↵�
�
⇤

q(↵, 0)�q(�, 0)[2 (1 � û)�1 � 1]↵� Det(1 � û)�1
P
nm

cnm

Q
↵

1
p
n↵!m↵!

Q
j
@↵j�j

=
P
nm

cnm|{n}ih{m}|

Single mode :Diagonal ⇢̂0 i 
⇤

1(0) 2(0)1�u
1+u 1 + u c0 + c1

@
@u

=
P

n=0,1 cn|nihn|

Multi-mode :Diagonal ⇢̂0 i
P

↵  
⇤

1(↵, 0) 2(↵, 0)1�u↵
1+u↵

Q
↵(1 + u↵)

P
{n}

c{n}

Q
�2A

@u�

Fermion =
P

{n} c{n}|{n}ih{n}|

Multi-mode :Generic ⇢̂0 i
P
↵�
 

⇤

1(↵, 0) 2(�, 0)[2 (1 + û)�1 � 1]↵� Det(1 + û)
P

nm cnm

Q
j
@↵j�j

=
P
nm

cnm|{n}ih{m}|

Table 3.1: Modification in the structure of the Keldysh field theory to incorporate ar-
bitrary initial density matrix, ⇢̂0 for Bosonic and Fermionic systems: the matrix element
of ⇢̂0 is added as a quadratic term, �S(u) in the action, where a function of the initial
source û couples to the bilinears of the initial quantum fields, �⇤

q�q for Bosons and  
⇤

1 2

for Fermions. N (u) is the normalization of the partition function obtained from the mod-
ified action, S + �S(u) and physical correlation functions are obtained by taking the set
of derivatives, L(@u, ⇢0), completely dictated by ⇢̂0, of N (u)Ĝ(n)(u), where Ĝ

(n)(u) is the
“n-particle Green’s function” in presence of the initial source û. For the generic density
matrix of a multi-mode system, ⇢̂0 =

P
nm cnm|{n}ih{m}| with N =

P
� n� =

P
� m�,

@↵j�j denotes partial derivative with respect to u↵j�j which couples to the j
th pair of the

fields with indices (↵j, �j). In case of Fermions, the set A denotes the set of occupied
modes in the initial ⇢̂0.

Feynman rules of the standard SK theory. The series can be resumed in terms of a self-

energy ⌃[Ĝ(u)] (for a perturbative expansion of ⌃) or ⌃[Ĝint(u)] (for a skeleton diagram

expansion). Similarly, one can can construct Ĝ
(n)
int(u) in terms of Ĝ(u) and higher order

vertex functions. All the knowledge from the standard SK field theory and di↵erent per-

turbative or non-perturbative approximations can be used to compute Ĝint(u) and Ĝ
(n)
int(u).

We finally need to compute physical correlators, G(n)
⇢0,int from Ĝ

(n)
int(u), which are once again

related by eqn. 3.3, with Ĝ
(n)(u) replaced by Ĝ

(n)
int(u) and Ĝ(n)

⇢0 replaced by G(n)
⇢0,int.

Our formalism thus breaks up the calculation of “n-particle correlators” in an interact-

ing theory starting from arbitrary initial conditions into 2 parts: (i) a universal calculation

of Ĝint(u) and Ĝ
(n)
int(u) which does not depend on particular choice of ⇢̂0 and uses standard
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SK field theoretic techniques with a û dependent bare Green’s functions and (ii) obtaining

G(n)
⇢0,int by applying L(@u, ⇢0) on N (u)Ĝ(n)

int(u). All the dependence on ⇢̂0 enters in the theory

through the last step. We note that there is no approximation made in the construction

of the theory, i.e. all statements made above are exact. In the next sections, we provide

a derivation of the theory outlined above, pointing out the details of how �S, N and L

depend on the statistics of the particles and the initial density matrix ⇢̂0.

3.4 Bosonic Field theory for Arbitrary Initial Conditions

For pedagogical reasons, we will first derive the new formalism for a closed system of a

single non-interacting Bosonic mode (i.e. a harmonic oscillator) starting from a density

matrix diagonal in number basis. While dynamics of this system may seem trivial, we will

see the general structure mentioned in the previous section emerge in this simple setting.

Further, the derivation and the algebra in more complicated scenario, discussed in later

subsections, follow along similar lines, and can be thought of as the extension of this basic

theory.

3.4.1 Single Mode System

We consider the dynamics of a single mode system described by the Hamiltonian H =

!0a
†
a, where !0 is the energy of the harmonic oscillator mode, starting from an initial

density matrix diagonal in the number basis of a
†, i.e.

⇢̂0 =
X

n

cn|nihn| (3.4)

where |ni are number states, and
P

n cn = 1.

The identity which enables us to exponentiate the matrix element of ⇢̂0 is

h�|nihn|�0i =
(�⇤

�
0
)n

n!
=

1

n!


@

@u

�n
e
u�⇤�

0
����
u=0

(3.5)

h�+(0)|⇢̂0|��(0)i =
X

n

cn

n!


@

@u

�n
e
u�⇤+(0)��(0)

����
u=0

.

where |�i are the harmonic oscillator coherent states. One can thus exponentiate the initial

matrix element in terms of a source field u coupling to the bilinear of the fields �⇤

+�� only
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at t = 0, at the cost of taking multiple derivatives with respect to this initial source. In the

notation of the previous section we have �S(u) = �iu�
⇤

+(0)��(0). The set of u derivatives

depend on ⇢̂0 and in this particular case, we have L(@u, ⇢0) =
P

n(cn/n!)@nu . Incorporating

this in equation 2.4, we get the source dependent partition function,

Z(J, u) =

Z
D[�+]D[��]ei[

R1
0 dt

R1
0 dt0�†(t)Ĝ�1(t,t0,u)�(t0)+

R
dtJ†(t)�(t)+h.c.] (3.6)

where �†(t) = [�⇤

+(t),�⇤

�
(t)], J

†(t) = [J⇤

+(t), J⇤

�
(t)], and

G
�1
++(t, t0) = �G

�1
��

(t, t0) = �(t � t
0)[i@t � !0]

G
�1
+�

(t, t0, u) = �iu�(t)�(t0), G
�1
�+(t, t0) = 0

Since we are working with a non-interacting system, one can easily show by working

with the time discretized version of the matrix Ĝ(u), that Det(�iĜ
�1) = (1 � u) [95].

The gaussian integrals over the fields then give

Z(J, u) =
1

1 � u
e
�i

R1
0 dt

R1
0 dt0J†(t)Ĝ(t,t0,u)J(t0) (3.7)

where the normalization factor N (u) = (1 � u)�1 and Ĝ(u) is given by

G+�(t, t0, u) =
�iu

1 � u
e
�i!0(t�t0)

G�+(t, t0, u) =
�i

1 � u
e
�i!0(t�t0)

G++(t, t0, u) = ⇥(t � t
0)G�+(t, t0, u) +⇥(t0 � t)G+�(t, t0, u)

G��(t, t0, u) = ⇥(t0 � t)G�+(t, t0, u) +⇥(t � t
0)G+�(t, t0, u) (3.8)

We note that setting u = 0 recovers the usual vacuum Green’s functions for the theory.

Further, the physical partition function corresponding to ⇢̂0 reduces to,

Z⇢ =
P

n cn(1/n!)(@/@u)nZ(0, u)|u=0 =
P

n cn = Tr⇢̂0, where we have used (@/@u)n(1/1 �

u)|u=0 = n!. These act as consistency checks for the Keldysh partition function of a closed

quantum system.

We take the derivatives of Z(J, u) w.r.t the linear sources J and set J = 0, to define
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an n-particle Green’s function in presence of the source u

i
n
@
2n

Z(J, u)

@J(t1)..@J(tn)@J⇤(tn+1)...@J⇤(t2n)

����
J=0

=
1

1 � u
G

(n)(t1, ...t2n, u)

Note that other than the normalization (1 � u)�1, which is kept explicitly for its u de-

pendence, G
n(u) is a standard “n-particle Green’s function” obtained from a field theory

described by an action S + �S(u). We then take appropriate derivatives of G
(n)(u)/(1�u)

with respect to u to obtain the physical correlation function for the particular initial density

matrix ⇢̂0 as

G(n)
⇢ (t1, ...t2n) =

X

n

cn

n!


@

@u

�n
G

(n)(t1, ...t2n, u)

1 � u
|u=0

Focusing on the one particle Green’s functions, we get iG+�(t, t0) =
P

n ncne
�i!0(t�t0)

and iG�+(t, t0) =
P

n(n+1)cne�i!0(t�t0). At this point, it is useful to work in a rotated basis

with the “classical” and “quantum” fields, �cl = (�+ + ��)/
p

2 and �q = (�+ � ��)/
p

2.

In this new basis, Gqq(t, t0, u) = 0 and

GR(t, t0) = �i⇥(t � t
0)e�i!0(t�t0)

GK(t, t0, u) = �iG
R(t, 0)

1 + u

1 � u
G

A(0, t0) = �i
1 + u

1 � u
e
�i!0(t�t0) (3.9)

where GR is independent of the initial source u. It is easy to see that the physical retarded

one-particle correlator, GR⇢0(t, t
0) = G

R(t, t0) is independent of the initial density matrix

(i.e. does not depend on cn), while the Keldysh propagator

GK⇢0(t, t
0) = �i

X

n

cn(2n + 1)GR(t, 0)GA(0, t0)

= �i(2ha†
ai0 + 1)GR(t, 0)GA(0, t0)

= �i(2ha†
ai0 + 1)e�i!0(t�t0) (3.10)

carries the information of the initial distribution ha†
ai0.

We now construct a continuum action in Keldysh field theory, in the cl/q basis of the

form

S =

Z
1

0

dt

Z
1

0

dt
0
�̄(t)

2

4 0 G
�1
A (t, t0)

G
�1
R (t, t0) �⌃K(t, t0, u)

3

5�(t0) (3.11)
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with �̄(t) =
⇥
�
⇤

cl(t),�
⇤

q(t)
⇤

and G
�1
R (t, t0) = �(t � t

0)[i@t � !0],

⌃K(t, t0, u) = �i(1 + u)/(1 � u)�(t)�(t0). This action S(u) with the u dependent part,

�S(u) = i�
⇤

q(0)�q(0)(1 + u)/(1 � u) , correctly reproduces the Green’s function in presence

of the source u, i.e. GR(t, t0) and GK(t, t0, u). From now on, this is the action we will start

with and then add couplings to baths or interparticle interactions, as the case may require,

and work out the dynamics of the system. We will finally take necessary u derivatives to

get the physical correlators with the correct initial conditions.

To summarize, we have obtained a formalism similar to the one described in the previous

section for the dynamics of a single Bosonic mode starting from a ⇢̂0 =
P

n cn|nihn|. As

shown in Table 3.1,

�S(u) = i�
⇤

q(0)�q(0)
1 + u

1 � u

N (u) = (1 � u)�1
and (3.12)

L(@u, ⇢0) =
X

n

cn

n!
@
n
u

A special simplification takes place when the initial density matrix has the form ⇢̂0 = ⇢
n̂;

i.e. cn = ⇢
n for a real ⇢. In this case L leads to a Taylor series expansion, and as a result

one can simply calculate the physical correlators by setting u = ⇢, rather than calculating

the derivatives. We note that the thermal density matrix is of this form with ⇢ = e
�!0/T ,

and hence the case of an initial thermal distribution can be obtained by setting u = e
�!0/T

rather than by taking derivatives with respect to u. For a time independent Hamiltonian,

this gives the same result which is obtained for thermal states using usual infinitesimal

regularization [55].

3.4.2 Multi-mode systems with diagonal ⇢̂0

We now extend this formalism to a multi-mode Bosonic system starting from ⇢̂0 which is

diagonal in the occupation number basis in the Fock space. We will focus on a system with

large but finite number of countable modes and develop this theory. We will comment

on the continuum limit at the end of this section. Most of the algebra will be similar to

the single mode case, so we will point out the main di↵erences in this case. We consider

a closed non-interacting system with H =
P

↵,� H↵�a
†

↵a�, where ↵, � denote one particle
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basis states. We consider an initial density matrix diagonal in the Fock basis,

⇢̂0 =
X

{n}

c{n}|{n}ih{n}|, (3.13)

where |{n}i =
Q

↵ |n↵i is a configuration in the Fock space with basis ↵; e.g. if ↵ indicates

lattice sites, then the initial density matrix is diagonal in the basis of local particle numbers.

Note that we will not assume that the Hamiltonian is diagonal in the basis ↵ and hence

our formalism can track non-trivial dynamics of even in a closed non-interacting system.

The first task is to find a way to exponentiate the matrix elements of ⇢̂0. Using the

many body coherent states |�i we have

h�|{n}ih{n}|�0i =
Y

↵

(�⇤

↵�
0
↵)

n↵

n↵!
=
Y

↵

1

n↵!


@

@u↵

�n↵

e

P
� u��⇤��

0
�

�����
~u=0

(3.14)

h�+(0)|⇢̂0|��(0)i =
X

{n}

c{n}

Y

↵

1

n↵!


@

@u↵

�n↵

e

P
� u��⇤+�(0)���(0)

�����
~u=0

An analysis similar to the single mode can now be carried out, with the single source now

extended to a vector ~u. Working in the ± basis, the partition function can be written

in a form similar to eqn. 3.6 with the matrix structure in the space of quantum number

↵. Here, G
�1
++(↵, t; �, t

0) = �(t � t
0)[i@t�↵� � H↵�], G

�1
��(↵, t; �, t

0) = �G
�1
++(↵, t; �, t

0), and

G
�1
�+(↵, t; �, t

0) = 0. In equation 3.14, we see that the additional ~u dependent action is

given by �S(u) = �i
P

↵ u↵�
⇤

+(↵, 0)��(↵, 0), while the di↵erential operator used to obtain

physical correlation functions L(@u, ⇢0) =
P

{n} c{n}

Q
� @

n�
u� /n�!

To continue the analysis similar to the single mode case, we need to find expressions

for Det(�iĜ
�1), which gives the normalization factor N (u), and the Green’s functions

Ĝ(u). The detailed algebra for analytic expressions of Det(�iĜ
�1) and Ĝ(u) are provided

in Appendix A.1. Here we quote the final answers for both of them. The determinant is

given by

Det[�iĜ
�1] = Det[�iĜ

�1(0)]
Y

↵

1 � u↵ (3.15)

where Det[�iG
�1(0)] is an ~u independent prefactor and can be ignored as in usual field

theory, while the ~u dependent normalization N (u) =
Q

↵(1 � u↵)�1 has to be kept in the
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calculations explicitly.

Similarly, one can invert the matrix Ĝ
�1(u) to obtain (see Appendix A.1 for details)

the ~u dependent Green’s functions,

Gµ⌫(↵, t; �, t
0; ~u) = G

v
µ⌫(↵, t; �, t

0) +
X

�

G
v
µ+(↵, t; �, 0)

i u�

1 � u�
G

v
�⌫(�, 0; �, t

0)

where µ, ⌫ = ±. Here Ĝ
v are the Green’s functions for the dynamics of a system starting

from a vacuum state, and is obtained by setting ~u = 0 in Ĝ(u). Explicit expressions for

Ĝ
v can be written in terms of the eigenvalues Ea and the corresponding eigenvectors  a(↵)

of the Hamiltonian: G
v
�+(↵, t; �, t

0) = �i
P

a  
⇤

a(�) a(↵)e�iEa(t�t0), G
v
+�

(↵, t; �, t
0) = 0,

G
v
++(↵, t; �, t

0) = ⇥(t � t
0)Gv

�+(↵, t; �, t
0) and G

v
��

(↵, t; �, t
0) = ⇥(t0 � t)Gv

�+(↵, t; �, t
0).

The physical one-particle correlator is then given by

Gµ⌫⇢0(↵, t; �, t
0) = G

v
µ⌫(↵, t; �, t

0) + i

X

{n}

c{n}

X

�

n�G
v
µ+(↵, t; �, 0)Gv

�⌫(�, 0; �, t
0)

Working in the classical-quantum basis, we find that GR(~u) = G
v
R = GR⇢0 , i.e. the re-

tarded Green’s function is independent of ~u and hence the physical retarded correlator is

independent of the initial condition. Similarly we find 1

GK(↵, t; �, t
0
, ~u) = �i

X

�

1 + u�

1 � u�
GR(↵, t; �, 0)GA(�, 0; �, t

0) (3.16)

and the physical Keldysh correlator

GK⇢0(↵, t; �, t
0) = �i

X

{n}

c{n}

X

�

(2n� + 1)GR(↵, t; �, 0)GA(�, 0; �, t
0)

= �i

X

�

(2ha†

�a�i0 + 1)GR(↵, t; �, 0)GA(�, 0; �, t
0) (3.17)

where ha†

�a�i0 is the occupancy of the mode � in the initial density matrix.

In this case all the correlation functions in the classical-quantum basis can be obtained

from a continuum Keldysh action of the same form as in Eq. 3.11, with G
�1
R (↵, t, �, t

0) =

1The superscript v in the retarded Green’s functions is redundant since the retarded Green’s functions
do not depend on the initial conditions. The superscript v will be omitted in future notations.
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�(t � t
0)[i@t�↵� � H↵�],⌃K(↵, t, �, t

0
, ~u) = �i�↵�(1 + u↵)/(1 � u↵)�(t)�(t0). One can now

start with this action, add a bath or inter-particle interactions, work out the correlators

and take appropriate derivatives to construct correlation functions in the physical non-

equilibrium system.

To summarize, for a many body bosonic system with an initial density matrix diagonal

in the Fock basis, ⇢̂0 =
P

{n} c{n}|{n}ih{n}|, we have

�S(u) = i

X

↵

�
⇤

q(↵, 0)�q(↵, 0)
1 + u↵

1 � u↵
,

N (u) =
Y

↵

(1 � u↵)
�1

and (3.18)

L =
X

{n}

c{n}

Y

�

@
n�
u�

n�!

We note that it is not easy to obtain the continuum limit of the normalization N or the

operator L which is defined w.r.t finite but large number of discrete modes. This stems

from the problem of defining a continuum limit of a many body density matrix. However,

it is clear from equation 3.17 that it is straightforward to take the continuum limit of the

physical correlators obtained within this formalism by replacing the sum over the modes

by corresponding integrals.

We note once again that the case of a thermal initial density matrix can be handled by

getting rid of the derivatives and setting ua = e
�Ea/T and matches with the answers from

usual infinitesimal regularization.

3.4.3 Generic initial density matrix for multimode systems

We now want to extend our formalism to the case of density matrices which have o↵-

diagonal matrix elements between occupation number states 2. We will put the following

restriction on the class of initial density matrices: if the occupation number state |{n}i

and |{m}i are connected by the initial density matrix, then
P

↵ n↵ =
P

↵ m↵, i.e. total

particle number in |{n}i and |{m}i are equal. The density matrix is thus block diagonal

in the fixed total particle number sectors of the Fock space. In this case, we can again

2The extension of the formalism to the case of a ⇢̂0 having o↵-diagonal elements in Fock space was
proposed and carried out by Pranay Gorantla. This has been presented in his master’s thesis. This is
again presented here for the sake of completeness.
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formulate the field theory in terms of an initial source coupled to bilinears of the fields.

We note that this covers almost all density matrices where one can reasonably expect to

prepare the many body system.

Let us consider an initial density matrix of the form

⇢̂0 =
X

nm

cnm|{n}ih{m}| (3.19)

where cnm = c
⇤

mn to maintain hermiticity of the density matrix and
P

n cnn = 1 for conser-

vation of probabilities. The matrix element of ⇢̂0 between initial coherent states is given

by

h�|⇢̂0|�0i =
X

nm

cnm

Y

↵

[�⇤

↵]
n↵ [�0

↵]
m↵

p
n↵!m↵!

Now, if
P

↵ n↵ =
P

↵ m↵, then one can always pair up each �
⇤

↵ with a �
0
� in the above

product. While this choice is not unique, we will proceed with a particular pairing and show

that our final answers for physical correlators are invariant with respect to permutations

leading to di↵erent pairings.

In this case the exponentiation of the matrix element of ⇢̂0 is achieved by

Y

↵

[�⇤

↵]
n↵ [�0

↵]
m↵ =

NY

j=1

�
⇤

↵j
�
0

�j =
NY

j=1


@

@u↵j�j

�
e

P
�� u���⇤��

0
�

�����
û=0

,

h�+(0)|⇢̂0|��(0)i =
X

nm

cnmQ
↵

p
n↵!m↵!

Y

j

[@↵j�j ]e
P

�� u���⇤+�(0)���(0)

�����
û=0

, (3.20)

where, (↵j, �j) are the mode indices of the fields forming the j
th pair out of total N =

P
↵ n↵ =

P
↵ m↵ pairs. The vector source for the diagonal density matrix is now replaced

by a matrix source û with elements u↵� and @↵j�j indicate derivative with respect to u↵j�j .

Following algebra similar to the earlier two cases, we find that we need to add a term to

the Keldysh action �S = �i
P

↵� u↵��
⇤

+(↵, 0)��(�, 0), and the di↵erential operator used

to obtain physical correlators is given by L(@u, ⇢0) =
P

nm cnm

Q
(n↵!m↵!)�1/2

Q
j @↵j�j .

As before, we are interested in analytical expressions for Det[�iG
�1(û)] and the Green’s

functions G(û), which are given by

Det[�iG
�1(û)] = Det[�iG

�1(0)]Det(1 � û)
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Gµ⌫(↵, t; �, t
0; û) = G

v
µ⌫(↵, t; �, t

0) + i

X

��

G
v
µ+(↵, t; �, 0)[(1 � û)�1 � 1]��G

v
�⌫(�, 0; �, t

0)

(3.21)

Note that the derivation of these identities [See Ref. [57] for derivation] follow a di↵erent

route than those for the case of diagonal initial density matrices. We can now compute the

physical Green’s functions, G⇢0 , by taking appropriate functional derivatives with respect

to u↵�. We find that

Gµ⌫⇢0(↵, t; �, t
0) = G

v
µ⌫(↵, t; �, t

0) + i

X

��

Gµ+(↵, t; �, 0)hâ†

�â�i0G�⌫(�, 0; �, t
0)

where hâ†

�â�i0 gives the initial one-particle correlations.

After a Keldysh rotation to cl/q basis, we find that ĜR(û) = ĜR((û) = 0) = GR. The

Keldysh Green’s function, on the other hand, is given by

GK(↵, t; �, t
0
, û) = G

v
K(↵, t; �, t

0) � i

X

��

GR(↵, t; �, 0)[2 (1 � û)�1 � 1]��GA(�, 0; �, t
0),

(3.22)

where, G
v
K(↵, t; �, t

0) = GK(↵, t; �, t
0
, û = 0). The physical Green’s functions are then

given by,

GR⇢0(↵, t; �, t
0) = GR(↵, t; �, t

0),

GK⇢0(↵, t; �, t
0) = �i

X

��

GR(↵, t; �, 0)[2hâ†

�â�i0 + ���]GA(�, 0; �, t
0). (3.23)

Once again, all the correlation functions in the classical-quantum basis can be obtained

from a continuum Keldysh action of the same form as in Eq. 3.11, with G
�1
R (↵, t, �, t

0) =

�(t � t
0)[i@t�↵� � H↵�],⌃K(↵, t, �, t

0
, u) = i[2 (1 � û)�1 � 1]↵��(t)�(t0). To summarize, for a

many body Bosonic system with an initial , ⇢̂0 =
P

nm cnm|{n}ih{m}|, we have

�S(u) = �i

X

↵�

�
⇤

q(↵, 0)�q(�, 0)[2 (1 � û)�1 � 1]↵�,

N (u) = Det(1 � û)�1
and (3.24)
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L(@u, ⇢0) =
X

nm

cnm

Y
(n↵!m↵!)

�1/2
Y

j

@↵j�j

This concludes the derivation of our new formalism which can treat the quantum dynamics

of a Bosonic system starting from an arbitrary initial density matrix.

3.5 Fermionic Field Theory for Arbitrary Initial Conditions

In the previous sections, we have developed the Schwinger Keldysh path integral based for-

malism to study the dynamics of a many body Bosonic system starting from an arbitrary

initial density matrix. In this section, we will extend this newly developed formalism to a

Fermionic many body system. The basic structure of the theory follows along a line similar

to that proposed for Bosons, i.e. corresponding to the matrix element h +(0)|⇢̂0| � �(0)i

in Eq. 2.20, we have to add a term �S(u) to the standard Keldysh action, where û is a

source which couples to bilinears of the Grassmann fields only at initial time. One can

then calculate the Green’s functions, Ĝ(u) from the action S + �S(u) and the û dependent

normalization N (u) by Gaussian integrals of the Grassmann fields. The physical corre-

lation functions are then obtained by applying appropriate set of derivatives L(@u, ⇢0),

determined by the initial density matrix ⇢̂0. The derivation of �S(u), N (u) and L(@u, ⇢0)

for a Fermionic theory for di↵erent initial conditions is very similar to that of Bosons, with

some important changes. We will focus on the distinctions between Bosonic and Fermionic

theory, instead of repeating the algebra similar to that in the previous sections.

To extend the new formalism for Fermions, we need to keep track of two major di↵er-

ences between Bosonic theories with complex fields and Fermionic theories with Grassmann

fields. The first one is that, in a Fermionic theory, the trace of an operator, written as a

functional integral over Grassmann fields, has an additional minus sign from that in the

Bosonic expression [96], as seen in Eq. 2.20. This is a characteristic of all Fermionic theo-

ries. For example, for a diagonal density matrix in a single mode system, ⇢̂0 =
P

n cn|nihn|,

where n = 0, 1 for Fermionic systems, the matrix element

h +(0)|⇢̂0| �  �(0)i =
X

n

cn[� ⇤

+(0) �(0)]n =
X

n

cn[@u]
n
e
�u ⇤

+(0) �(0)|u=0

Thus one can exponentiate the matrix element of the initial density matrix in a way

similar to that for Bosons, with the additional minus sign absorbed by the transformation
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u ! �u. The second di↵erence is that the Gaussian integration over Grassmann fields

in the Fermionic partition function gives Det[�iĜ
�1(u)] in the numerator as opposed to

1/Det[�iĜ
�1(u)] in the case of Bosons (eqn 3.7).

We will consider a many body Fermionic system with Hamiltonian H =
P

↵,� H↵�a
†

↵a�

where a
†

↵ creates a Fermion in mode ↵ and an initial density matrix which is diagonal in

Fock basis, given in equation 3.13, where the occupation numbers of the mode ↵, n↵, are

restricted to be only 1 or 0 due to Pauli exclusion principle. In this case the matrix element

of ⇢̂0 is given by,

h +(0)|⇢̂0| �  �(0)i =
X

{n}

c{n}

Y

↵


@

@u↵

�n↵

e
�

P
� u� ⇤

+�(0) ��(0)

�����
~u=0

(3.25)

where  ⇤ is the conjugate to the Grassmann field  . Using this, we obtain the Fermionic

partition function Z[J, u] in presence of both the sources: Grassmann source J± coupled

linearly to  ⇤

±
and the real quadratic source ~u turned on at t = 0 as,

Z(J, u) =

Z
D[ +]D[ �]ei[

R1
0 dt

R1
0 dt0 †(t)Ĝ�1(t,t0,u) (t0)+

R
dtJ†(t) (t)+h.c.] (3.26)

The inverse Green’s function in the Fermionic action is the same as that in the Bosonic

action (3.6), except for the +� component which is modified to G
�1
+�(↵, t; �, t

0
, ~u) =

iu↵�↵��(t)�(t0), i.e. �S(u) = i
P

� u� 
⇤

+�(0) ��(0). We perform the Gaussian integration

over the Grassmann fields to obtain,

Z[J, u] =
Y

↵

(1 + u↵)e
�i

R1
0 dt

R1
0 dt0J†(�,t)G(�,t;�,t0,~u)J(�,t0) (3.27)

A notable di↵erence between the Fermionic partition function and the Bosonic one is

that the determinant Det[�iG
�1] =

Q
↵(1 + u↵) appears in the numerator, leading to

the normalization, N (u) =
Q

↵(1 + u↵). It is evident from equation 3.25, that L(@u, ⇢0) =
P

{n} c{n}

Q
↵ [@/@u↵ ]n↵ =

P
{n} c{n}

Q
↵2A @/@u↵ where A denotes the set of modes occupied

in the Fock state |{n}i. We find that in the +, � basis, the Fermionic Green’s function Ĝ(u)

can be obtained from the Bosonic ones by taking ~u ! �~u. Working in the rotated basis

 1(2), we obtain that the retarded Green’s function, GR(↵, t, �, t
0) is again independent of
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~u, and the Keldysh Green’s function,

GK(↵, t; �, t
0
, ~u) = �i

X

�

1 � u�

1 + u�
GR(↵, t; �, 0)GA(�, 0; �, t

0)

The physical observables are obtained by applying L(@u, ⇢0) on N (u)Ĝ(u) and setting

~u = 0, i.e.

GR⇢(↵, t; �, t
0) = GR(↵, t; �, t

0) (3.28)

GK⇢(↵, t; �, t
0) = �i

X

{n}

c{n}

X

�

(1 � 2n�)GR(↵, t; �, 0)GA(�, 0; �, t
0)

= �i

X

�

(1 � 2ha†

�a�i0)GR(↵, t; �, 0)GA(�, 0; �, t
0) (3.29)

To continue working in the rotated 1(2) basis for Fermionic fields, we construct the Keldysh

action in continuum in presence of the initial source ~u. The retarded, advanced and Keldysh

Fermionic propagators, Ĝ(~u) can be obtained by inverting the kernels in the action 3.30.

S =

Z
1

0

dt

Z
1

0

dt
0
X

↵�

 
⇤(↵, t)Ĝ�1(↵, t; �, t

0
, u) (�, t

0) (3.30)

Ḡ
�1(↵, t, �, t

0) =

2

4 G
�1
R (↵, t, �, t

0) �⌃K(↵, t, �, t
0
, u)

0 G
�1
A (↵, t, �, t

0)

3

5 (3.31)

with G
�1
R (↵, t, �, t

0) = �(t� t
0)[i@t�↵� �H↵�] and ⌃K(↵, t, �, t

0
, ~u) = �i�↵�

1�u↵
1+u↵

�(t)�(t0). To

summarize, for a many body Fermionic system with an initial density matrix diagonal in

the Fock basis, ⇢̂0 =
P

{n} c{n}|{n}ih{n}|, we have

�S(u) = i

X

↵

 
⇤

1(↵, 0) 2(↵, 0)
1 � u↵

1 + u↵
,

N (u) =
Y

↵

(1 + u↵) and (3.32)

L =
X

{n}

c{n}

Y

�2A

@u�

The Fermionic Green’s functions satisfy a large number of constraints reflecting the fact

that initial occupation numbers can not be greater than 1. This leads to (@/@u�)nN (u)Ĝ(u) =

0 |~u=0 for any � and n � 2. The non-interacting Green’s functions derived above explic-
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itly satisfy these conditions. We note that these relations are manifestations of Fermi

statistics and should continue to hold for interacting systems as well as open quantum

systems. The simplicity of the normalization factor N (u) allows us to write G⇢0 =
P

{n} c{n}

Q
�2A(1 + @u� )Ĝ(u)|~u=0. This compact relation is useful for practical compu-

tation of physical correlators for Fermionic systems.

This formalism can be generalized to the case of generic initial density matrix with o↵-

diagonal elements in the Fock basis, given by eqn. 3.19 in a way similar to that of Bosons

with the modifications mentioned above. We will not go into the details, but provide the

answers for the physical one particle correlators here,

GR⇢0(↵, t; �, t
0) = GR(↵, t; �, t

0),

GK⇢0(↵, t; �, t
0) = �i

X

��

GR(↵, t; �, 0)[��� � 2hâ†

�â�i0]GA(�, 0; �, t
0). (3.33)

Thus the initial o↵-diagonal density matrix for a system of Fermions leads to,

�S(u) = i

X

↵

 
⇤

1(↵, 0) 2(�, 0)[2 (1 + û)�1 � 1]↵�,

N (u) = Det(1 + û) and (3.34)

L(@u, ⇢0) =
X

nm

cnm

Y

j

@↵j�j .

3.6 Two-particle Correlators and Violation of Wick’s Theorem

In standard field theories, Wick’s theorem states that the expectation of a multi-particle

operator (i.e. a multi-particle correlation function) in a non-interacting theory (gaussian

action) can be calculated as a product of single particle Green’s functions, summed over all

possible pairings of the operators into bilinear forms. For an interacting theory, this is the

backbone of constructing a diagrammatic perturbation theory in terms of single particle

Green’s functions and interaction vertices, and various non-perturbative resummations that

result from this. Throughout this chapter we have emphasized that the physical correlators

in a dynamics with arbitrary initial conditions are not related by Wick’s theorem, even for

a non-interacting Hamiltonian. We will illustrate this point in details in this section by

considering physical two-particle correlators in non-interacting Bosonic/Fermionic theories.
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In fact, a major accomplishment of this formalism is to construct Green’s functions which

satisfy Wick’s theorem, and for which standard approximations of field theories can be

used.

Our goal is not simply to establish a violation of Wick’s theorem, but to characterize

and quantify the violation. To this end, we will work in the Keldysh rotated basis ((cl, q)

for Bosons and (1, 2) for Fermions), where the initial condition dependence of the one

particle correlators is more streamlined. Any physical two particle correlator Ĝ(2)
⇢0 can be

written in terms of the corresponding “two-particle Green’s function in presence of source”,

Ĝ
(2)(u) through Eq. 3.3. To illustrate the violation, we will focus on a multi-mode system

starting from a density matrix diagonal in the Fock basis ⇢̂0 =
P

{n} c{n}|{n}ih{n}|; in

this case, Ĝ(2)
⇢0 = L(@u, ⇢0)N (u)Ĝ(2)(u)|u=0 with L =

P
{n} c{n}

Q
�[@

n�
u� /n�!] and N (u) =

Q
µ(1 � ⇣uµ)�⇣ where ⇣ = ±1 for Bosons(Fermions).

As we have emphasized before, Ĝ
(2)(u) is related to the one particle Green’s functions

Ĝ(u) through Wick’s theorem, i.e. Ĝ
(2)(u) =

P
(ab) Ga(u)Gb(u), where a, b = R/A/K,

and
P

(ab) indicates sum over all allowed pairings. We will now consider the action of L

on N (u)Ga(u)Gb(u) for di↵erent combinations of a, b; the required sum over pairings can

always be performed at the end. Let us consider the action of L when both a and b are

either R or A; i.e. we are considering a pair of retarded or advanced Green’s functions.

In this case, GR(A)(u) is independent of u, and LN (u)|u=0 = 1 by normalization of the

density matrix; so this part of G(2)
⇢0 = Ga,⇢0Gb,⇢0 , i.e. this part of the physical 2-particle

correlator can be written as a Wick contraction over the physical retarded or advanced

one-particle correlators. We now consider the case where one, but not both of a, b is the

Keldysh Green’s function. In this case, GR(A) is independent of u, L acts on N (u)GK(u)

to give GK,⇢0 , and once again Wick contraction in terms of physical correlators work, i.e.

for this part we also get G(2)
⇢0 = GR(A),⇢0GK,⇢0 .

The violation of Wick’s theorem comes from the pairing where both single particle

Green’s function are Keldysh propagators. For a non-interacting system,

GK(↵, t, �, t
0
, ~u) = �i

X

�

GR(↵, t, �, 0)G⇤

R(�, t
0
, �, 0)

1 + ⇣u�

1 � ⇣u�
. (3.35)

To show the structure of the violation, we consider the correlator,
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h�⇤

cl(↵, t)�⇤

cl(�, t
0)�cl(�, t0)�cl(�, t)i = i

2G(2)
⇢0 (↵, t, �, t

0
, �, t

0
�, t) for Bosons,

G(2)
⇢0 (↵, t, �, t

0
, �, t

0
�, t) =

X

{n}

c{n}

X

x,y

[G⇤

R(↵, t, x, 0)GR(�, t0, x, 0)G⇤

R(�, t
0
, y, 0)GR(�, t, y, 0)

+ G
⇤

R(↵, t, x, 0)GR(�, t, x, 0)G⇤

R(�, t
0
, y, 0)GR(�, t0, y, 0)]

⇥[(2nx + 1)(2ny + 1) � 2�x,ynx(nx + 1)] (3.36)

Similarly, for Fermions we get,

G(2)
⇢0 (↵, t, �, t

0
, �, t

0
�, t) =

X

{n}

c{n}

X

x,y

[G⇤

R(↵, t, x, 0)GR(�, t0, x, 0)G⇤

R(�, t
0
, y, 0)GR(�, t, y, 0)

+ ⇣ G
⇤

R(↵, t, x, 0)GR(�, t, x, 0)G⇤

R(�, t
0
, y, 0)GR(�, t0, y, 0)]

⇥[(1 � 2nx)(1 � 2ny) � 4�x,ynx] (3.37)

For a single Fock state, where the
P

{n} is redundant, we note that the first term with

(1 + ⇣2nx)(1 + ⇣2ny) can be written as GK⇢0GK⇢0 , i.e. this part corresponds to a Wick

contraction with physical GK⇢0 . In this case the term with �x,y contains the connected

density correlations in the initial state and leads to a violation of Wick’s theorem. For

a generic diagonal density matrix, both terms lead to violation of Wick’s theorem, since

even for x 6= y, the connected density correlations in the initial state is non-zero. The

expressions for Bosons and Fermions can be written in a compact notation in terms of

initial correlations in the system,

G(2)
⇢0 (↵, t, �, t

0
, �, t

0
, �, t) =

X

x,y

[GR(↵, t, x, 0)G⇤

R(�, t0, x, 0)GR(�, t
0
, y, 0)G⇤

R(�, t, y, 0)

+ ⇣ GR(↵, t, x, 0)G⇤

R(�, t, x, 0)GR(�, t
0
, y, 0)G⇤

R(�, t0, y, 0)]

⇥[h(1 + ⇣2n̂x)(1 + ⇣2n̂y)i0 � 2�x,yhn̂x(n̂x + 1)i0] (3.38)

where n̂x is the number operator in mode x, and hi0 indicates expectation with the initial

density matrix. Writing the above expression in terms of a Wick’ theorem and a correction

term, we have

G(2)
⇢0 (↵, t, �, t

0
, �, t

0
�, t) = GK⇢0(↵, t, �, t

0)GK⇢0(�, t
0
, �, t)+⇣GK⇢0(↵, t, �, t)GK⇢0(�, t

0
, �, t

0)+�G(2)

(3.39)
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where

�G(2) =
X

x,y

[GR(↵, t, x, 0)G⇤

R(�, t0, x, 0)GR(�, t
0
, y, 0)G⇤

R(�, t, y, 0) (3.40)

+⇣ GR(↵, t, x, 0)G⇤

R(�, t, x, 0)GR(�, t
0
, y, 0)G⇤

R(�, t0, y, 0)] 2[ha†

xa
†

yayaxi0c(2 � �x,y)]

hi0c indicates connected expectation value in the initial density matrix. We thus see that

the violation of the Wick’s theorem can be directly tied to the presence of two particle

connected correlations in the initial state of the system.

The above calculation can easily be generalized to multi-particle correlators. The Wick’s

theorem violating terms would come from having multiple GK in the product decomposition

and are proportional to connected multi-particle correlations in the initial state.

3.7 Interacting Systems with Arbitrary Initial Condition

In the previous sections, we have built up a field theoretic formalism to describe the dy-

namics of quantum many body systems starting from arbitrary initial conditions. However,

till now, we have only looked at non-interacting systems (quadratic or gaussian field theo-

ries), where we can solve the problem exactly and the question of calculating a correlator is

reduced to evaluating one or a few integrals. In this section we finally tackle the question

of applying our formalism to the dynamics of interacting quantum many body systems

starting from an arbitrary initial condition.

In this case, we start by adding to the quadratic Keldysh action with the initial bi-

linear source, S(u), a term Sint, representing the interaction between particles. We then

consider the field theory controlled by the action S = S(u) + Sint, and calculate Green’s

functions Ĝ
(n)
int(u) in this theory. Ĝ

(n)
int(u) has a diagrammatic expansion in terms of the

non-interacting Green’s functions Ĝ(u) and the interaction vertices of a standard SK field

theory. The details of this construction depend on the form of Sint, but the Feynman

rules for computing the diagrams are exactly similar to that of a SK field theory, with u

dependent propagators Ĝ(u).

The diagrammatic perturbation theory for the Green’s functions work well at short

times, but one needs to resum the series or part of it to all orders to obtain an accurate de-

scription of the long time behaviour. This is a general characteristic of perturbation theories
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and has nothing to do with arbitrary initial conditions. This is where our formalism has an

advantage: the standard resummation techniques known in field theories apply to G
(n)
int(u),

while they do not apply to the physical correlators G(n)
int,⇢0 = L(@u, ⇢0)N (u)G(n)

int(u)|u=0. Fo-

cusing on the one-particle Green’s function, one can now write a Dyson equation Ĝint(u) =

[G�1(u) � ⌃(G(u))]�1, where the irreducible self energy can be constructed diagrammati-

cally in perturbation theory. One can also use a skeleton expansion in terms of ⌃(Gint(u)),

or resum a class of diagrams as in a RPA expansion; in other words one can bring the full

force of accumulated knowledge of such approximation schemes to bear down on the prob-

lem of calculating Ĝint(u). Similar constructions are possible for higher order correlation

functions in terms of higher order vertex functions.

3.8 Discussions

In this chapter, we have formulated a field theoretic description of dynamics of a quantum

many body system (Bosons and Fermions) starting from an arbitrary initial density matrix.

We have shown that the matrix element of the density matrix can be incorporated using

a source which couples to the bilinears of the fields only at initial time, i.e by adding

an impulse term to the original SK action. The Green’s functions can be evaluated in

this theory as a function of the addition source û. The physical correlation functions

can then be obtained by taking an appropriate set of derivatives of the Green’s functions

w.r.t the initial source and setting the sources to zero. The initial density matrix only

governs the particular set of derivatives to be taken. Our formalism thus breaks up into

two parts: (i) calculation of Green’s functions in presence of a bilinear source, where the

hierarchy of Green’s functions satisfy Wick’s theorem and the standard SK field theoretic

techniques can be applied to compute them, (ii) taking a particular set of derivatives,

which depend on the initial conditions. We calculate the exact expressions for physical

one-particle and two-particle correlators in a non-interacting system and characterize the

violation of Wick’s theorem, relating it to the connected to particle correlations in the

initial state. We have briefly sketched how our formalism can be extended to interacting

systems. The biggest challenge that we have not addressed here are strategies to obtain

reasonable approximation schemes which are controlled in particular limits. The issue of

making conserving approximations which are valid at long times (i.e. no perturbation
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theory for physical correlators) is one of great importance which we will address in later

chapters.

We will apply this new formalism to probe interesting problems in dynamics of many

body disordered systems in chapter 4 and in open quantum system in chapter 5 and

chapter 6. In the next chapter, we will study how the memory of initial conditions is

being retained in the long time dynamics of a disordered system initialized in a Fock state

with a pattern of density imbalance imprinted on it. Using this new extension of SK field

theory, we, for the first time, provide an exact connection between the traditional ways

of characterizing disordered systems in terms of localization length and experimentally

measurable non-equilibrium observables, like long time imbalance retained by the system.

52



Chapter 4
Dynamics of Disordered Many Body Systems

4.1 Introduction

Isolated quantum systems, driven out-of-equilibrium, are the ideal test-bed of studying

thermalization and applicability of quantum statistical mechanics in many body systems.

Thermalization of an isolated quantum system is understood in the form of Eigenstate

Thermalization Hypothesis (ETH) [24, 25, 26, 110]. ETH states that in a generic quantum

many body system, starting from a typical initial state, | (0)i, of given total energy E, the

quantum mechanical expectation value of any local observable, Â, averaged over long time,

T , becomes identical to micro-canonical average of the observable, hÂimc at the energy E

in the thermodynamic limit. Consequently, we have

hÂi1 = lim
T!1

1

T

TZ

0

dt h (t)|Â| (t)i = hÂimc. (4.1)

Hence, the longtime behaviour of a generic isolated quantum many body system, starting

from a typical initial state, becomes independent of the choice of the initial state and can

be correctly reproduced by the quantum statistical mechanical description of the system.

However, in contrast to this, there are quantum many body systems that exhibit breakdown

of ETH and fail to thermalize even in longtime.

A quantum system with strong disorder is one such interesting platform, both for theo-

retical and experimental studies, as it provides a robust mechanism of ergodicity breaking

and absence of thermalization. In 1958, P.W. Anderson showed [111] that single particle

wave-functions in a strongly disordered non-interacting system become localized in real
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Thermal Phase Single-particle Localized Many-body Localized
Memory of initial conditions “hidden” Some memory of local initial conditions Some memory of local initial conditions

in global operators at long times preserved in local observables at long times preserved in local observables at long times

ETH true ETH false ETH false

May have nonzero
DC conductivity Zero DC conductivity Zero DC conductivity

Continuous local spectrum Discrete local spectrum Discrete local spectrum

Eigenstates with Eigenstates with Eigenstates with
volume-law entanglement area-law entanglement area-law entanglement

Power-law spreading of entanglement No spreading of entanglement Logarithmic spreading of entanglement
from non-entangled initial condition from non-entangled initial condition

Dephasing and dissipation No dephasing, no dissipation Dephasing but no dissipation

Table 4.1: Comparison of properties of many body eigenstates in thermal phase, single
particle localized phase and MBL phase. The contents of the table are taken from Ref.
[29] with due permission.

space which is manifested in the form of absence of transport in the system. Subsequently,

this phenomenon was put in firmer footing by scaling theory of localization [112, 113, 114]

which predicts a quantum phase transition between the delocalized and localized phases de-

pending on the dimensionality of the system. Since the discovery of Anderson localization,

the study of interplay of disorder and inter-particle interaction in localizing the system has

become a highly debated topic of interest. More recently, the absence of transport in many

body interacting disordered systems, even at non-zero temperature has been predicted in

theoretical studies by Basko et al [34]. This phenomenon is called many body localization.

Later, several numerical studies [40, 115, 116] also observed signatures of many body lo-

calization phase transitions in disordered quantum spin chains by exact diagonalization of

the many body Hamiltonian for small systems.

So far the theoretical studies on MBL have mainly focused on the properties of many

body eigenstates in the middle of the spectrum [60, 61, 62, 40] in equilibrium. These states

show Poissonian gap statistics, area law growth of entanglement entropy and violation

of ETH hypothesis, leading to sharp distinctions between MBL and thermalizing phases,

summarized in Table 4.1. However, it is impossible to experimentally access these states

individually.

Recently, evidences of many body localization have been detected in ultra-cold atomic

experiments, by studying the longtime dynamics of the disordered (quasi-periodic) system.

The principle behind these experimental studies [30, 31, 117] can be stated in the following
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a b

c

Figure 4.1: Initial density pattern of disordered (quasi-periodic) system: (a) A lattice with
occupied sites forming the set A (marked with shaded regions) and empty sites forming
the set Ā. (b) A one-dimensional lattice with alternating pattern of 1 and 0 particles.
(c) A square lattice with alternating chains (in vertical direction) of 1 and 0 particles.
These geometry of initial patterns have been used to detect MBL in cold-atom experiments
[118, 63, 68].

way: the system is initialized in a Fock state, which has 1 particle on a set of lattice sites

(say A) and 0 particles on the rest of the sites (say Ā), as shown in Fig. 4.1(a). The

system is then allowed to evolve (either under Hamiltonian or under open quantum system

dynamics) and the density imbalance between A and Ā sites, normalized by average density,

is measured with time. The Hamiltonian of the system (averaged over disorder) does not

distinguish between A and Ā sites; hence in a thermal system, the longtime imbalance

should be 0. A finite imbalance in the long time limit implies that the system remembers

the initial condition and indicates absence of thermalization in the system. Fig. 4.1(b)

and 4.1(c) show specific examples of the geometry of the initial density implemented on

1d and 2d optical lattices in cold-atom experiments to detect MBL.

Imbalance dynamics in MBL systems has been treated theoretically using numerical

techniques like exact diagonalization (ED), DMRG [118, 119, 120, 121, 122], and field

theoretic approaches like Hartree-Fock approximation [123] for 1d Fermions and Gutzwiller

mean-field theory[124] for 2d Bosonic system. While these methods provide varying levels

of quantitative match with experiments, they do not provide insights into microscopic

processes leading to long time memory retention. In this chapter, we use the new extension

of Keldysh field theory [57], developed in chapter 3 to understand imbalance dynamics in

systems with random or incommensurate potentials [67], both in presence and absence of

inter-particle interaction.

For localized non-interacting systems, we establish an explicit connection between the
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experimentally measurable non-equilibrium observable [118, 63, 68] and the traditional

understanding of disordered systems in terms of localization length [111, 112], through a

universal relation between the long time density imbalance, the localization length and

the geometry of the initial density pattern. Inverting our results, one can extract the

localization length of the system from the experimental data on the longtime density

imbalance. For the initial patterns, shown in Fig. 4.1 (b) and (c) which have been used in 1-

d and 2-d experiments [118, 63, 68], we derive analytic relations between localization length

and long time imbalance. We show that near a localization-delocalization transition, the

imbalance scales as the inverse localization length. This establishes an explicit connection

between longtime memory retention and presence of localization in the system. We test our

theory using the random potential Anderson model [111] on 1 and 2-dimensional lattices

and the Aubry Andre model [125] in 1 dimension. In systems with mobility edge in the

spectrum [126, 127, 128], only the localized states contribute to long time imbalance. The

one particle Green’s functions, projected on these states, decay exponentially with distance.

This defines an “e↵ective” localization length, ⇠̄l. The imbalance, divided by the fraction

of localized states in the system, is given by the same analytic relations with this e↵ective

localization length. Our analysis shows how this leads to non-analyticites in the imbalance

as a function of disorder strength, when the mobility edge passes through a band edge.

Finally, we consider imbalance dynamics in an interacting Bosonic/Fermionic system

with an incommensurate potential. We use a conserving approximation [129], keeping

the lowest order processes leading to dissipative and stochastic dynamics. Naively one

would expect the memory of the initial state to decay, as the Green’s functions which

propagate this memory decay in time. However, as the quasiparticles decay, they create

excitations which act as a bath for the rest of the quasiparticles. The noise fluctuations of

this bath remember the initial conditions at strong disorder and sustain the finite long time

imbalance. Both non-interacting and interacting systems retain memory of initial states at

large disorder. However, our analysis reveals that the microscopic mechanism responsible

for this is very di↵erent in the two cases. This leads to widely divergent description of the

longtime imbalance dynamics in Anderson localized and many body localized systems.

Now for the convenience of the readers, we will provide a road-map through this chapter:

in section 4.2 we will derive a universal relation between the density imbalance retained
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in the longtime and the localization length, for any geometry of initial density pattern

imprinted on a generic non-interacting localized system. In section 4.3, we will use this

result to obtain an analytical closed form answer for longtime imbalance in terms of the

localization length in a one-dimensional system initialized to alternating pattern of filled

and empty sites. We will verify this result for systems with onsite disordered (Anderson

model) potential as well as quasi-periodic potential (Aubry-Andre model). In section 4.4,

we will modify this result for a 1d system having mobility edge in the spectrum, which

show interesting features in the long time imbalance when the mobility edge passes through

the band edges. In section 4.5, we will extend this result for a square lattice with disorder

potential. Finally, in section 4.6, we consider e↵ect of inter-particle interaction in the

imbalance dynamics of a many body Bosonic system. Section 4.7 renders important insights

into the very di↵erent microscopic mechanisms that sustain the longtime imbalance in a

non-interacting vs an interacting system. In section 4.8, we extend this analysis to the

case of an interacting spinless Fermionic system.

4.2 Imbalance and Localization Length in Non-interacting Sys-

tems

We first consider non-interacting particles whose dynamics is governed by the Hamiltonian,

H = �J

X

hiji

a
†

iaj +
X

i

v(i)a†

iai, (4.2)

where a
†

i is the particle creation operator on lattice site i, J is the nearest neighbour

hopping and v(i) is a local potential, which is quasi-periodic in the Aubry-Andre model

and truly disordered in Anderson model.

We will study dynamics of this system within the Schwinger Keldysh field theory [55],

which has two independent one particle physical correlators: (a) the retarded propagator,

GR(i, t; j, t0), which is the amplitude of propagating a particle to site i at time t provided

the particle was at site j at time t
0, without creating additional excitations, and (b) the

Keldysh propagator GK(i, t; j, t0), which represents the actual amplitude of exchanging a

particle between site i at time t and site j at time t
0. GK(i, t; j, t) is related to densities
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and currents in the system; e.g. for bosons (fermions), the local density is given by,

ni(t) = ±1

2
[iGK(i, t; i, t) � 1]. (4.3)

The system is initialized to a Fock state, where ni(0) = 1/2(1 + �i), with �i = ±1 if

i 2 A(Ā). We use the extension of Keldysh field theory, developed in chapter 3, which

can explicitly keep track of arbitrary initial conditions in quantum dynamics [57]. Here,

GR(i, t; j, t0) =
P

n �
⇤

n(i)�n(j)e�iEn(t�t0), where En and �n(i) are the energy levels and

corresponding wavefunctions of the Hamiltonian, given in Eq. 4.2. The Keldysh Green’s

functions GK carry the information of the initial density matrix through Eq.3.17 for Bosons

and Eq.3.33 for Fermions in the extended SK field theory and are given by

iGK(i, t; j, t0) =
X

k

GR(i, t; k, 0)G⇤

R(j, t0; k, 0)[1 ± 2nk(0)], hence

ni(t) =
X

k

|GR(i, t; k, 0)|2nk(0). (4.4)

Note that the expression for local density is same for bosons and fermions. Hence, all

the statements about imbalance dynamics in non-interacting systems are independent of

statistics of particles. Starting from the Fock state, during the evolution of the system,

the imbalance between the filled and the empty subsystem is calculated from,

I(t) =

P
i2A

ni �
P

i2Ā

ni

P
i2A

ni +
P

i2Ā

ni
(4.5)

For a closed system having L/2 number of particles distributed over L sites, i.e with equal

number of A and Ā sites, the density imbalance, averaged over disorder, is given by,

hI(t)i =
2

L

X

k2A,i

�ih|GR(i, t; k, 0)|2i. (4.6)

The disorder averaged retarded Green’s functions, h|GR|2i, can be calculated from the

knowledge of the energy spectra and the eigenfunctions in each disorder configuration,

yielding a “numerical” estimate of imbalance.

Now, to gain analytical insights into the mechanism of memory retention in the long
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time dynamics, we realize that GR(i, t; k, 0) is the solution to Anderson’s original prob-

lem [111]: it is the wavefunction at site i and time t of a particle initially localized at k. In

chapter 3, we have shown that GR(i, t; j, t0) does not depend on the initial condition of the

system [57] and it is insensitive to the initial density imbalance imprinted between A and Ā

sub-lattices. Hence, the system recovers translation invariance when one looks at disorder

averaged correlation functions, i.e. the disorder averaged h|GR(i, t; j, t0)|2i becomes only a

function of the spatial separation, |~ri �~rj|. In the localized system, h|GR(i, t; k, 0)|2i which

the probability of finding a particle at a site i at a long time t, given that the particle was

initially at the site k, decays exponentially with the spatial distance, |~ri � ~rk|. As t ! 1,

in the localized phase,

h|G1

R (i, k)|2i = h
X

n

|�n(i)�
⇤

n(k)|2i ⇠ e
�2|~ri�~rk|/⇠l . (4.7)

This decay defines the localization length ⇠l. The long time imbalance then reduces to,

hI(1)i =
2

L

X

i

X

k2A

�ie
�

2|~ri�~rk|
⇠l . (4.8)

This is the universal relation between the long time imbalance, the localization length and

the geometry of the initial pattern. In the next sections, we will use this result to derive

closed form answer for hI(1)i considering some specific initial patterns that have been

used in the cold atom experiments to detect MBL [118, 68].

4.3 Linear Chain with Alternating Density Pattern

In this section, we will concentrate on a particular geometry of the initial distribution of

particles to derive a closed form analytical answer for the long time density imbalance

in terms of the localization length of the system. This initial density pattern has been

extensively used in cold-atomic experiments in 1d optical lattice.

We consider a linear chain initialized in the Fock state, |1, 0, 1, 0, ...i, having one particle

placed on the alternating lattice sites, as shown in Fig. 4.1(b). Hence, the density imbalance

between A and Ā sub-lattices is maximum at t = 0, hI(0)i = 1. Now to calculate the long

time imbalance, hI(1)i for this pattern of initial density modulation, the series in Eq. 4.8

can be grouped in the following way: for each site k 2 A, the exponential is added with
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positive sign for all i 2 A where |~ri � ~rk| = 0, ±2a, ±4a, .... and with negative sign for all

i 2 Ā where |~ri � ~rk| = a, ±3a, ±5a, ..... Here a denotes the lattice spacing of the linear

chain. We note that the summation over L/2 possible values of ~rk on the filled sub-lattice

A, cancels the factor 2/L, coming from the normalization with the total number of particles

in the system. Assuming a large chain where boundary e↵ects can be neglected, we extend

the summation in Eq. 4.8 to infinite distance and obtain,

hI(1)i = 2
1X

r=0

[e�4ra/⇠l � e
�(4r+2)a/⇠l ] � 1

= tanh

✓
a

⇠l

◆
. (4.9)

This is the key result of this section. From this “analytic” estimate, we see that as ⇠l/a !

1, hI(1)i ⇠ a
⇠l

! 0; i.e. the long time imbalance vanishes and the system forgets its initial

memory when the localization length diverges. This suggests: (i) the memory retention is

directly related to localization and (ii) close to a localization-delocalization transition, the

scaling of the Lyapunov exponent [130] � = a/⇠l governs the behaviour of the long time

density imbalance.

central site
i = 0 i = Li = � L

Figure 4.2: Linear chain consisting of odd number of sites, 2L+1 with alternating density
pattern. The central site is chosen to belong to filled sub-lattice A.

Now, we will address the question on how the analytical formula for the long time

imbalance, hI(1)i = tanh(a/⇠l) is modified in case of a finite size linear chain initialized

to the alternating density pattern shown in Fig.4.2. We will show that the finite size

correction to hI(1)i is exponentially small in the system size. To show this, we consider

a linear chain having 2L + 1 number of sites. We choose L to be an odd number and the

origin, situated at the central site of the chain, belong to the filled sub-lattice A. We note

that the final conclusion about exponentially small finite size correction to hI(1)i does

not depend on this particular choice of the geometry. Using equation Eq. 4.8, we write
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(a)

�l
(b)
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Figure 4.3: 1d Aubry Andre model: (a) The infinite time “disorder averaged” h|G1

R (i, j)|2i
for Aubry Andre model as a function of distance, |i�j|. In the delocalized phase at V = 0.6,
the Green’s function decays to a finite constant at large distances. In the localized phase
(V = 1.2, 1.8), it decays exponentially and the scale of the exponential decay defines the
localization length. (b) The localization length, ⇠l (solid line) extracted from the decay of
h|G1

R (i, j)|2i as a function of the potential strength V . The dashed line shows, ⇠l = 1/ log[V ]
obtained from the duality relation [131]. (c) The infinite time density imbalance, hI(1)i,
starting from an alternating pattern of 1 and 0 particles, is plotted as a function of V . The
red dots are numerical results. The solid and the dashed lines show the analytical result,
i.e hI(1)i = tanh[1/⇠l], where the solid line uses ⇠l determined from h|G1

R (i, j)|2i (solid
line in (b)), while the dashed line uses ⇠l = 1/ log[V ]. We have used a 1000 site linear chain
and averaged over 100 di↵erent configuration of ✓ for numerical estimation of imbalance.
In all the plots, we have set the lattice spacing, a = 1 and the hopping scale, J = 1 as the
units of length and energy respectively.

the long time imbalance of the finite chain as,

hI(1)i =
1

L

2

4
X

i=0,±2,...,±(L�1)

X

j=0,±2,...,±(L�1)

e
�2 |i�j| a

⇠l �
X

i=0,±2,...,±(L�1)

X

j=±1,±3,...,±L

e
�2 |i�j| a

⇠l

3

5

=

2

42

0

@
X

r=0,2,...,(L�1)

e
�2 r a

⇠l �
X

r=1,3,...,L

e
�2 r a

⇠l

1

A� 1

3

5

= tanh

✓
a

⇠l

◆
� 2

1 + e
�

2 a
⇠l

e
�

2(L+1) a
⇠l . (4.10)

In this equation, the second term gives the finite size correction to the long time imbalance,

hI(1)i. In the large system size limit, L a/⇠l >> 1, the correction term exponentially

decays to zero and we recover Eq. 4.9, relating the long time density imbalance and the

localization length for the alternating pattern of initial density modulation.

We will now verify this analytical estimate of long time imbalance (Eq. 4.9) with the

numerically calculated answer from Eq. 4.6 for di↵erent models of disordered and quasi-
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periodic potentials on 1d lattice.

4.3.1 1d Aubry-Andre Model

We first consider the Aubry Andre (AA) model [125], with an incommensurate potential,

v(i) = 2V cos[2⇡↵i + ✓], (4.11)

imposed on a linear chain. Here ↵ is a Diophantine number [132] and ✓ is the phase of the

potential. This model is particularly interesting in the study of localization physics in one

dimensional system as it exhibits a transition from delocalized phase to localized phase

at V/J = 1, which can be shown from the self-duality property of the AA Hamiltonian

[133, 125]. In the localized phase for V/J < 1, all the eigenstates of the Hamiltonian are

localized with the same localization length, ⇠l = a/ log(V/J).

We will verify our analytical answer of the long time imbalance, given in Eq. 4.9, for

a linear chain initialized to |10101..i state, in case of the Aubry-Andre model with quasi-

periodic potential. We choose, ↵ to be the golden mean, i.e. ↵ = (
p

5 + 1)/2. “Disorder

averaging” is achieved in this quasi-periodic model by averaging over the phase of the

potential, ✓. In the discussion of the localization physics, ✓ is an irrelevant parameter of

the model and we choose it uniformly between [0, 2⇡]. The delocalization to localization

phase transition in this model can be clearly seen Fig. 4.3(a), where we plot the infinite-time

disorder averaged, h|G1

R (i, j)|2i = h
P

n |�n(i)�⇤

n(j)|2i as a function of |i � j| in a semi-log

plot. The eigenfunctions, �n(i), are obtained by diagonalising AA Hamiltonian on a 1000-

site linear chain. For V/J = 0.6, where the system is delocalized, h|G1

R |2i saturates to a

finite value at large distances, whereas it shows an exponential decay for V/J > 1, with

the decay length decreasing with increasing disorder strength. The slope extracted from

the exponential decay of h|G1

R |2i gives a numerical estimate of the localization length,

⇠l, which is plotted as a function of the disorder strength, V in Fig. 4.3(b) (solid red

line). This numerically obtained result for ⇠l closely matches with the analytical answer,

⇠l = a/ log(V/J) [131], plotted by the dashed line in Fig. 4.3(b). In Fig. 4.3 (c), we

plot the disorder-averaged long time imbalance as a function of V/J obtained using the

numerical estimate from Eq. 4.6 (solid dots) . We also plot the analytic answer from
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Figure 4.4: 1d Anderson model: (a) Exponential decay of long time disorder averaged
Green’s function, h|G1

R (i, j)|2i with |i � j| for the 1-d Anderson model for V/J = 4, 6, 8.
This model exhibits localization for arbitrary small values of V . (b) The localization
length, extracted from the exponential fit , as a function of V/J . (c) shows the agreement
between analytically calculated imbalance (solid line) from Eq. 4.9 with the corresponding
numerical answer from Eq. 4.6 for 1d Anderson model. We use a N = 1000 site linear
chain and averaged over 100 disorder realizations. In all the plots, we have set the lattice
spacing, a = 1 and the hopping scale, J = 1 as the units of length and energy respectively.

Eq. 4.9 with ⇠l obtained from (i) fitting h|G1

R |2i (solid line) and (ii) the duality relation

[131] ⇠l = a log[V/J ] (dashed line). The analytic answer matches the numerical estimate

for ⇠l/a > 1. This verifies our theory relating the long time imbalance and the localization

length in this non-interacting quasi-periodic system.

4.3.2 1d Anderson Model

We next consider the 1-d Anderson model [111] where potential, v(i), at each site i

is an independent random variable, chosen with the probability distribution, P [v(i)] =

⇥[V 2
/4�v

2(i)]1/V . In this model of random disorder potential on a linear chain, it is well

established that all the eigenstates become localized in space in presence of infinitesimal

disorder, V [113]. The localization length of these eigenstates depend on the energy and

in the weak disorder limit, it takes the form, ⇠l(E) = a(96 � 24E2
/J

2)/(V/J)2 [112, 134],

where E = 2 cos(k) is the energy of the unperturbed Bloch band. However, in our calcula-

tion, we bypass the complication arising out of the energy dependence of the localization

length in this model by defining ⇠l from the exponential decay scale of h|G1

R (i, k)|2i with

distance, which includes contributions from all the eigenstates. In Fig.4.4(a), we have

plotted h|G1

R (i, k)|2i as a function of |i � k| in a semi-log plot for three di↵erent disorder

strength V/J = 4, 6, 8. Localization length, ⇠l, extracted from the slope of the exponential
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decay of h|G1

R |2i, is shown in Fig.4.4(b) as a function of V . These ⇠l for di↵erent V are

used to calculate the analytical long time imbalance, hI(1)i = tanh(a/⇠l), shown by solid

line in the Fig. 4.4 (c). We also plot the numerical result for long time imbalance obtained

from Eq. 4.6 (solid dots) and find good quantitative match between these estimates. This

establishes validity of our theory relating infinite time imbalance to the localization length

in 1�d Anderson model.

4.4 Imbalance in Presence of Mobility Edges

In the previous section, we have provided an analytical relation between the long time

imbalance and the localization length of a non-interacting one-dimensional system. We

have verified our theory with examples of Anderson model with random potential and

Aubry Andre model with quasi-periodic potential. In both the cases, eigenstates of the

Hamiltonian are such that either all them are localized or all of them are delocalized

at a given strength of the disorder (quasi-periodic) potential [114]. However, there are

interesting examples of non-interacting systems where localized and delocalized eigenstates

can coexist in the spectrum, separated by a single particle mobility edge. The idea of the

presence of mobility edges in 3d Anderson model was theoretically established long ago by

scaling theory of localization [114] and has been measured recently in ultra-cold atomic

experiments [135]. On the other hand, while non-interacting one dimensional systems with

uncorrelated random potential can not support a mobility edge in the spectrum [114],

quasi-periodic systems exhibit single particle mobility edges [126, 127, 136, 137, 138] and

lead to several interesting phenomena observed in recent experiments [139, 140]. These

quasi-periodic potentials are presented in di↵erent forms of modified Aubry Andre model.

In this section, we consider a form of modified Aubry Andre model [126, 127] on a

linear chain with the onsite quasi-periodic potential given by,

v(i) = 2V
cos[2⇡↵i + ✓]

(1 � ⌫ cos[2⇡↵i + ✓])
, (4.12)

where �1 < ⌫ < 1. In this model, the limiting case, ⌫ = 0 corresponds to the usual

Aubry Andre model discussed before. This model is particularly interesting in the study

of localization physics in 1d systems as for intermediate strength of the disorder potential,
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E/J

V/J

Figure 4.5: Spectrum of the modified Aubry Andre model given in Eq. 4.12: transition
from delocalized eigenstates to localized eigenstates is shown in the energy, E/J vs potential
strength, V/J plane. The color scheme denotes the inverse partition ratio (IPR) of the
eigenstates. Black and cyan colors stand for IPR=1(fully localized) and IPR=1/system
size (fully delocalized) respectively. The red line shows the position of the mobility edge,
Ec = 2(J � V )/⌫, which is an energy threshold separating the localized and delocalized
states in the spectrum. This shows that for large V/J , Ec goes below the lowest energy band
and hence all the eigenstates are localized. On the other hand, for small V/J , Ec is above
the highest energy band and hence all the eigenstates are delocalized. For intermediate
values of V/J , localized and delocalized states coexist in the spectrum, separated by the
mobility edge. For this, ⌫ = 0.3 and J = 1. This plot is taken from Ref. [127] with due
permission.

V/J , it supports a mobility edge, Ec = 2(J � V )/⌫ [126] in the spectrum, shown in Fig.

4.5. At low V/J , all the eigenstates in the spectrum are delocalized, whereas at large V/J ,

all states are localized. In this model, the localization length of an eigenstate depends of

its energy. Here, similar to the case of AA model, we choose, ↵ = (
p

5 + 1)/2 and the

phase, ✓ uniformly between 0 to 2⇡.

In Fig. 4.6 (a), we plot h|G1

R |2i of the system as a function of distance for V/J = 1.2

and ⌫ = 0.4, where there is a mobility edge. The long distance behaviour of h|G1

R |2i is

dominated by delocalized states and saturates to a constant. In the same figure, we also

plot the contribution to h|G1

R |2i from states above the mobility edge, which clearly shows

an exponential decay. This decay can be used to extract an “e↵ective” localization length

⇠̃l for the system. The infinite-time “disorder averaged” imbalance in this case is modified
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Figure 4.6: Modified Aubry Andre model: (a) h|G1

R |2i in the modified Aubry Andre
model with mobility edge as a function of distance (V/J = 1.2 and ⌫ = 0.4). The full
Greens function (which saturates) and its projection onto the localized states (which decay
exponentially) are both shown. (b) hI(1)i for the modified Aubry Andre model as a
function of V/J for ⌫ = 0.4, 0.6 obtained from (i) Eq. 4.6 (solid dots) (ii) Eq. 4.13(solid
lines). ⇠̄l is obtained from fits of |GR|2. (c) The fraction of localized states (fl), the long
time imbalance hIi(multiplied by 2 to plot on same scale)and the derivative dhIi/dV as a
function of V/J for the modified Aubry Andre model (⌫ = 0.4). The values of V/J , where
the mobility edge leaves or enters a band are marked by derivative discontinuities in fl and
hIi. All data are averaged over 100 disorder configurations on 1000 site lattice.

as,

hI(1)i = fl tanh

✓
a

⇠̃l

◆
, (4.13)

where fl is the fraction of localized states in the spectrum. In Fig. 4.6 (b), we plot hI(1)i

as a function of V/J for ⌫ = 0.4, 0.6. The numerical answer (solid dots) from Eq. 4.6 and

the analytical result (solid lines) from Eq. 4.13 track each other. The imbalance goes to 0

when all states are delocalized at low V/J . At large V/J , the curve approaches the ⌫ = 0

answer.

There is a clear non-analytic feature in the long time imbalance as a function of V/J ,

which coincides with the V/J where the mobility edge coincides with the band edge. A

closer scrutiny shows that the system has multiple bands, as shown in Fig. 4.5. There is

a sharp change in derivative of hI(1)i every time the mobility edge coincides with a band

edge. This can be seen in Fig. 4.6 (c), where we plot fl, hI(1)i and dhI(1)i/dV vs V/J

in the same plot for ⌫ = 0.3. To understand this non-analyticity, we recall the definition of

energy dependent localization length, ⇠l(E), in terms of the density of states, ⇢(E), given

by [141],

⇠l(E) =
1R

dE 0 ⇢(E 0) log |E � E 0|
. (4.14)
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Figure 4.7: In this figure, long time imbalance as a function of V/J for modified Aubry
Andre model obtained from three di↵erent calculations: (1) The red dots correspond to
the numerical answer obtained from Eq. 4.6, (2) The green line is obtained from Eq. 4.13
using the e↵ective localization length, ⇠̄l, extracted from the decay of h|G1

R |2i, projected
onto the localized states. (3) The blue line is obtained by using the energy dependent
localization length, ⇠l(En) = 1/

P
m 6=n log |En � Em| for each eigenstate, n, to calculate,

hI(1)i = (1/N)
P

n tanh(a/⇠l(En)). Although this answer does not match with (1) and
(2), the non-analytic features in hI(1)i are evident from all the curves.

We first consider the rightmost non-analytic feature in Fig. 4.6 (c), at V0 ⇠ 1.4J . For

V > V0, the mobility edge is below the lowest band; all states are localized and contribute

to I. As we approach V0, the singular part of the imbalance, Is, is governed by the scaling

of, ⇠l(E) ⇠ (E � Ec)��, leading to Is ⇠ (V � V0)�. On the other hand, for V < V0, there

is an additional e↵ect as the fraction of localized states also decreases. If the Van Hove

singularity in the density of states at the band edge Eb, ⇢(E) ⇠ (E �Eb)��, the fraction of

localized states changes as �fl ⇠ |V � V0|1��, and hence Is ⇠ |V � V0|�+1�� ⇠ |V � V0|2�.

Here we have used the well known formula � = 1 � � [142]. This leads to the cusp like

behaviour of dhI(1)i/dV in Fig. 4.6 (c) when the mobility edge and band edge coincide.

At this point, it is worthwhile to note that, in our calculation of hI(1)i from Eq. 4.13,

we have used the e↵ective localization length, ⇠̄l which is the decay length of h|G1

R |2i,

projected onto the localized states (see Fig. 4.6 (a) ). However, there is an alterna-

tive way of calculating localization length, ⇠l(En) of each eigenstate, n, using ⇠l(En) =

1/
P

m 6=n log |En � Em|, which is the discrete version of Eq. 4.14. Using this, one can cal-

culate the long time imbalance, hI(1)i = (1/N)
P

n tanh(a/⇠l(En)) and the corresponding

answer is plotted in Fig. 4.7 (blue line) as a function of V/J . Although, this result does
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Figure 4.8: 2d Anderson model: (a) Exponential decay of long time disorder averaged
Green’s function, h|G1

R (i, j)|2i with |ri�rj| for the 2-d Anderson model for V/J = 5, 10, 15
(b) The localization length, extracted from the exponential fit , as a function of V/J . Note
that at V/J = 5, the extracted localization length ⇠l ⇠ 100 and the system is e↵ectively
delocalized. (c) shows agreement between analytically calculated imbalance (solid line) for
2d Anderson model from Eq. 4.15 with the corresponding numerical answer(dots) from Eq.
4.6. In all the plots, we have set the lattice spacing, a = 1 and the hopping scale, J = 1
as the units of length and energy respectively. All the data are calculated for 100 ⇥ 100
lattice and averaged over 100 realizations.

not track the numerical answer of hI(1)i obtained from Eq. 4.6 as well as the analytical

result calculated from Eq. 4.13 using the e↵ective localization length, ⇠̄l, the non-analytic

features are evident from all the curves. This mismatch between the results obtained by

using two alternate definitions of localization length can be understood in the following

way: the formula connecting the long time imbalance to tanh(a/⇠l), assumes translation-

ally invariant Green’s functions which are only true for disorder averaged h|G1

R |2i, but not

for the individual eigenstates.

4.5 Imbalance in Disordered Square Lattice

In this section, we will consider 2d Anderson model, where the random potential, vi, at each

site on the square lattice is chosen from the box distribution, [�V/2, V/2]. By the scaling

theory of localization, 2d random disorder model shows localization for any arbitrarily

small strength of the disorder potential, V/J , where localization length, ⇠l ⇠ a e
J2/V 2

in the weak disorder limit. In the localized system, the infinite-time disorder-averaged,

h|G1

R (r)|2i, which is the key ingredient of our theory, decays exponentially with distance, r,

on the square lattice, i.e h|G1

R (r)|2i ⇠ e
�2

p
r2x+r2y/⇠l . We will study the imbalance dynamics

of this system, initialized to a density pattern consisting of alternating vertical chains of
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1 and 0 particles respectively, as shown in Fig. 4.1(c). The choice of the initial density

pattern is motivated by its relevance in recent cold-atomic experiments [63, 68]. The

disorder averaged infinite time imbalance between the filled and the empty chains on the

square lattice is related to the localization length, ⇠l, by,

hI(1)i =
1X

nx,ny=�1

(�1)nxe
�

2a
⇠l

p
n2
x+n2

y
. (4.15)

While this summation can not be done analytically to obtain closed form solution, we will

calculate hI(1)i for a finite size L ⇥ L lattice by restricting the limits of the summation

to [�L, L].

In Fig. 4.8(a), we plot h|G1

R (i, j)|2i as a function of the distance, |~ri � ~rj| on the

2d lattice for V/J = 5, 10, 15, where the eigenfunctions are obtained by diagonalizing

the Hamiltonian of the 100 ⇥ 100 lattice. Localization length, ⇠l is extracted from the

exponential decay of h|G1

R (r)|2i and plotted in Fig. 4.8(b). This ⇠l is then used to obtain

the analytical estimate of hI(1)i from Eq. 4.15, which is plotted in Fig. 4.8(c) as a

function of V/J by the solid line. We also plot the numerical answer of hI(1)i (solid

dots) from Eq. 4.6. The two approaches match till V/J ⇠ 5, where the localization length

increases upto ⇠l = 100a. Since we are working with a 100 ⇥ 100 lattice, the system sees

e↵ective delocalization at V/J ⇠ 5 and the estimates for V/J  5 are unreliable. The

cold-atom experiments which are also restricted to similar system sizes, report e↵ective

delocalization at this length scale [143].

To estimate the finite size correction in the analytical result of hI(1)i, obtained from

Eq.4.15, we plot hI(1)i as function of a/⇠l in Fig.4.9, for two di↵erent size of the square

lattice, L = 100 and L = 1000. The graphs follow a straight line, showing that the

imbalance scales with the inverse localization length. Numerically, we find the slope to be
p

32/⇡2, i.e hI(1)i ⇠ (
p

32/⇡2)(a/⇠l) for ⇠l � a. For L = 100, we see a sharp upturn at

a/⇠l ⇠ 0.1, where the finite size e↵ects start to play a role. Hence, for L = 100, reliable

estimates of hI(1)i can be obtained for V/J > 10, which corresponds to ⇠l < 10a. For

L = 1000, the curve continues with the same slope. Thus (a) finite size e↵ects are easy to

detect in the analytical estimate and (ii) the slope calculations from such finite size sums

are reliable as long as we stay away from the upturn in the curve.
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Figure 4.9: Numerical evaluation of the analytic formula given in Eq. 4.15 for long time
imbalance in the 2d disordered lattice, as a function of the inverse localization length. The
two plots are evaluating the formula in a lattice of size N = 100⇥100 and N = 1000⇥1000.
Note hI(1)i linearly scales with ⇠ for large ⇠ as seen in both curves. The upturn in the
N = 100 curve is due to finite size e↵ects.

Our discussion on non-interacting disordered (quasi periodic) systems ends here. In the

next section, we will study the e↵ect of inter-particle interactions in the imbalance dynamics

of a one dimensional system and provide new insights to the microscopic mechanism of

memory retention in the long time limit.

4.6 Imbalance Dynamics in Interacting Bosonic Systems

In this section, we focus our attention on 1d Bose-Hubbard model with quasi-periodic

potential and work with the Hamiltonian,

H =
X

i

h
�Ja

†

iai+1 + v(i)a†

iai + Uni(ni � 1)
i

(4.16)

where U > 0 is the onsite Hubbard repulsion and v(i) = 2V cos(2⇡↵i + ✓) is the Aubry

Andre potential with ↵ = (
p

5 � 1)/2 and the phase, ✓ uniformly chosen between 0 to

2⇡. The system is taken to be initialized to the same Fock state, |101010...i, as shown

Fig. 4.1(b). The e↵ects of inter-particle interaction are incorporated in the physical cor-

relation functions through the one-particle self-energies, having the retarded component,

⌃R(i, t; j, t0) and the Keldysh component, ⌃K(i, t; j, t0). The physical meaning of the self

energies can be interpreted from the classical saddle point equation of motion for the boson
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fields, �cl(i, t) (see Eq. 2.19),

[i@t � v(i)]�cl(i, t) + J�i±1(t) �
X

j

Z
dt

0⌃R(i, t; j, t0)�cl(j, t
0) = ⌘i(t) (4.17)

where the random noise ⌘ has correlators h⌘i(t)⌘j(t0)i = �i⌃K(i, t; j, t0). The imaginary

part of ⌃R gives the dissipative e↵ects induced by the inter-particle interaction in the

dynamics and ⌃K is the noise correlator of the e↵ective bath formed by the other particles

in the system [49]. The interacting physical correlation functions are obtained from [55, 57],

GR(i, t; j, t0) = GR0(i, t; j, t
0) +

Z t

t0
dt1

Z t1

t0
dt2GR0(i, t; k, t1)⌃R(k, t1; l, t2)GR(l, t2, j, t

0)

(4.18)

GK(i, t; j, t0) = �i GR(i, t; k, 0)[1 + 2nk(0)]G⇤

R(j, t0; k, 0)

+

Z t

0

dt1

Z t0

0

dt2GR(i, t; k, t1)⌃K(k, t1; l, t2)G⇤

R(j, t0; l, t2). (4.19)

Here GR0 is the non-interacting retarded Green’s function and summation over the re-

peated spatial indices is implied. At this point, we note that in the present calculation

for interacting Bosonic systems, we have ignored connected many particle correlations in

the initial Fock state and hence recover Wick’s theorem for physical correlation functions

(see section 3.6). This gives closed form Dyson equation, given in Eq. 4.18 and 4.19,

in terms of one particle physical correlation functions, Ĝ and the irreducible one-particle

self-energies, ⌃̂ = ⌃̂(G). We work with a conserving approximation [129] by constructing

skeleton expansion for self-energies. We keep all skeleton diagrams upto second order in

U , shown in Fig. 4.10 to calculate the self-energies from,

⌃R(i, t; j, t0) = 2�ij�(t � t
0)(iU)GK(i, t; i, t) � 2U2[2GK(i, t; j, t0)GK(j, t0; i, t)GR(i, t; j, t0) +

GK(i, t; j, t0)GA(j, t0; i, t)GK(i, t; j, t0) + GR(i, t; j, t0)GA(j, t0; i, t)GR(i, t; j, t0)],

⌃K(i, t; j, t0) = �2U2[2GK(i, t, j, t0)GA(j, t0, i, t)GR(i, t, j, t0) +

GK(j, t0; i, t)GR(i, t; j, t0)GR(i, t; j, t0) + GK(j, t0; i, t)GK(i, t; j, t0)GK(i, t; j, t0)]

(4.20)

We note that the approximation is non-perturbative in U , since the propagators used
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Figure 4.10: The Feynman diagrams used to evaluate self energies in the Bose Hubbard
model with the Aubry Andre potential. The Green’s functions are all interacting Green’s
functions, so that a conserving approximation is obtained. The self energies contain skele-
ton diagrams up to second order in U . This is the minimal approximation needed to
include e↵ect of dissipation and noise fluctuations in the dynamics to account for possible
thermalization in the long time limit.

in the diagrams are the full interacting physical correlation functions, Gs , which are

determined by solving Eq.4.18 and 4.19 self-consistently. The first order diagrams, shown

in Fig. 4.10, lead to the self-consistent Hartree approximation. At this order, ⌃K = 0

and ⌃R is real. Thus there is no dissipation or noise in the dynamics of the system

and the dynamics is controlled only by time dependent dephasing. The second order

sunrise diagrams lead to both dissipation and noise. Hence, unlike Hartree Fock theory

[123], our approximation keeps the minimal non-trivial diagrams which lead to dissipative

and stochastic dynamics for this interacting Bosonic system. This is crucial to account

for the possibility of thermalization in the system in the long time limit as well as to

understand the microscopic mechanism of memory retention in the localized system, which
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Figure 4.11: (a) I(t) for Bosons in an interacting Aubry Andre Hubbard model with
V/J = 2.5 and U/J = 0.0, 0.3, 0.5, 0.7. Even for finite U , the imbalance decays exponen-
tially to a finite value. (b) The long time imbalance hI(1)i as function of V/J for di↵erent
values of U/J . hI(1)i is obtained from the exponential fit, hI(t)i = hI(1)i + e

�µt. All
data are for L = 20 sites and averaged over 50 configurations.

will be evident in the next section. We numerically solve these large number of integral

equations by evolving them self-consistently with time, maintaining an error of < 0.5% in

the number conservation. The resulting imbalance is plotted in Fig. 4.11(a) as a function

of time for V = 2.5J and di↵erent values of U/J = 0.0, 0.3, 0.5, 0.7 for a 20 site linear

chain. It shows an exponential decay with time in the long time limit, which can be

fitted to hI(t)i = hI(1)i + e
�µt. The long time imbalance hI(1)i, obtained from this

fit, is plotted for di↵erent V/J in Fig 4.11(b). The system can sustain a finite imbalance,

although interaction reduces its value. We note that our calculation to study this imbalance

dynamics of a finite size interacting system by solving the self-consistent Dyson equation

up to long time will break down close the transition point because of the limitation of the

system size. We would also like to point out that our calculation is likely to overestimate

the e↵ects of interaction, since we do not take into account screening of the bare interaction

strength. Nevertheless, this non-equilibrium field theoretic approach to study imbalance

dynamics in MBL systems renders important insights into the microscopic mechanism

responsible for memory retention in the long time dynamics of these systems, which will

be discussed in the next section.
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Figure 4.12: (a) The exponential decay of the spatially local disorder averaged
h|GR(i, t; i, t0)|2i with time, t � t

0 due to dissipative process induced by the inter-particle
interaction. (b) The contribution to imbalance due to (i) the direct decay of initial corre-
lations I1 and (ii) stochastic fluctuation due to e↵ective bath I2. The long time imbalance
is dominated by I2.(c) The space-time local part of i⌃K , averaged over A and Ā sites. The
bath clearly distinguishes between A and Ā sites at long times. All data are for L = 20
sites and averaged over 50 configurations.

4.7 Microscopic Mechanism of Retaining Initial Memory

In this section, we will show that the microscopic mechanism that sustains the memory of

the initial condition in the long time dynamics of a disordered system is very di↵erent for a

non-interacting system than that of an interacting system. This is one of the key findings

of this work.

In section 4.2, we have shown that for a non-interacting system, the memory of the ini-

tial density imbalance imprinted on the system is carried by the retarded Green’s function,

GR(i, t; k, 0), in the long time dynamics through Eq. 4.6,

hI(t)i =
2

N

X

k2A,i

�ih|GR(i, t; k, 0)|2i.

Here �i = ± for the filled and the empty subsystems, A and Ā respectively. In presence

of inter-particle interaction, the dynamics includes e↵ects of dissipation and noise and the

local density, given in Eq. 4.3 is modified from the non-interacting answer (Eq. 4.4) as,

ni(t) =
1

2

"
X

k

|GR(i, t; k, 0)|2{1 + 2nk(0)}

+i

X

k,l

Z t

0

dt1

Z t

0

dt2GR(i, t; k, t1)⌃K(k, t1; l, t2)G⇤

R(i, t; l, t2) � 1

#
. (4.21)
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Here, the first term is a modification of the non-interacting answer (Eq. 4.4), with the

initial density profile being propagated by the interacting GR. In the interacting system, as

a particle propagates, it creates additional excitations in the system by scattering. Since

GR is the amplitude of propagation without creating additional excitations, h|GR(i, t; k, 0)|2i

decays exponentially with time, as shown in Fig 4.12(a). This shows up as dissipation

coming through the imaginary part of ⌃R(i, t, j, t0). This implies that the first term of Eq.

4.21, which directly contains the information of the initial distribution, goes to zero in the

long time limit. However, the interaction induced excitations created in the medium act

as a bath for the particle, and the stochastic fluctuations of this bath are represented by

the second term. The contributions of these two terms to the density imbalance, I1 and

I2, are plotted with time in Fig 4.12(b). As expected, I1 decays to zero at long times

and hence, the mechanism which was solely responsible for memory retention in the non-

interacting system is unable to sustain initial memory in an interacting system at long

time. The contribution coming from the second term in Eq. 4.21, i.e I2 dominates the

finite imbalance in the long time limit of the interacting Bosonic system.

Now, we analyze the second term of Eq. 4.21 in more details to understand the micro-

scopic mechanism behind remembering the initial memory of density imbalance in the long

time dynamics of the interacting system. The memory of the initial conditions now resides

in the noise correlators of the interaction-induced athermal bath, which distinguishes be-

tween A and Ā sites, and sustains the finite imbalance. To see this, we realize that in this

interacting system, since the self-energies are constructed using the interacting correlation

functions in Eq. 4.20, they are also exponentially decaying in |t � t
0|. Hence, the most

dominant contribution of ⌃K(i, t; j, t0) in Eq. 4.21, is the space-time local piece of ⌃K . In

this case, the local density, ni(t), at long time t can be approximated as,

ni(t) ⇡ 1

2

2

4i

X

j

tZ

0

dt1|GR(i, t; j, t1)|2⌃K(j, t1; j, t1) � 1

3

5 . (4.22)

In Fig. 4.12(c), we plot the space-time local part of the disorder averaged Keldysh

self-energy, ih⌃K(i, t; i, t)i, which is the e↵ective variance of the local noise fluctuations,

averaged over A and Ā sites as a function of time. Here h⌃A
Ki and h⌃Ā

Ki saturates to

di↵erent values in the long time limit, which is the key to sustaining a finite imbalance.
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To understand this, we note that in presence of strong interaction, as t1 deviates from t,

GR(i, t; j, t1) decays exponentially over a short timescale, say ⌧ , which restricts the e↵ective

range of the time integration in Eq. 4.22. It is evident from Fig. 4.12(c) that in the long

time limit, ⌃K(i, t; i, t) is essentially time independent and hence within the timescale ⌧

around t, it can be taken out of the integration in Eq. 4.22 to obtain the expression for

long time imbalance as,

hI(t)i =
1

N

*
X

j

⌃K(j, t; j, t)

2

4
X

i2A

tZ

t�⌧

dt1|GR(i, t; j, t1)|2 �
X

i2Ā

tZ

t�⌧

dt1|GR(i, t; j, t1)|2
3

5
+

.

(4.23)

Now,we see from Fig. 4.13 that within the filled (or empty) subsystem, ⌃K(j, t; j, t) be-

comes independent of j and hence we can write
P

j2A⌃K(j, t; j, t) = L⌃A
K/2. This leads

to,

hI(t)i =
1

2

*"
⌃A

K

X

j2A

X

i2A

tZ

t�⌧

dt1|GR(i, t; j, t1)|2 + ⌃Ā
K

X

j2Ā

X

i2A

tZ

t�⌧

dt1|GR(i, t; j, t1)|2

� ⌃A
K

X

j2A

X

i2Ā

tZ

t�⌧

dt1|GR(i, t; j, t1)|2 � ⌃Ā
K

X

j2Ā

X

i2Ā

tZ

t�⌧

dt1|GR(i, t; j, t1)|2
#+

.

(4.24)

Now, if we approximate the spatial dependence of the disorder averaged interacting GR(i, t; j, t0)

to be only a function of |i � j|, then the above expression immediately leads to the long

time imbalance, hI(t)i being proportional to the di↵erence in averaged noise correlations

on filled and empty sub-system, i.e ⌃A
K � ⌃Ā

K ,

hI(t)i =
1

2

*
(⌃A

K � ⌃Ā
K)

"
X

j2A

X

i2A

tZ

t�⌧

dt1|GR(i, t; j, t1)|2 +
X

j2Ā

X

i2A

tZ

t�⌧

dt1|GR(i, t; j, t1)|2
#+

.

(4.25)

This concludes that for interacting bosonic systems, the dissipative processes lead to a

decay of the direct memory of initial conditions. However, the excitations created in the

process act as a bath, whose noise correlators retain information of the initial pattern.
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Figure 4.13: The disorder averaged space-time local piece of the Keldysh self energy
(noise correlator), ih⌃K(i, t; i, t)i, as a function of i at a long time instant, tJ = 18. ⌃K

distinguishes between A and Ā sites, but does not depend on i within filled (A) or empty
(Ā) sub-system. This plot is for L = 10 site chain with Aubry-Andre potential at U = 0.5J
and V = 3.5J .

This sustains a finite imbalance at long times in strongly disordered interacting systems.

In the next section, we will extend this analysis to the case of an interacting Fermionic

system.

4.8 Imbalance Dynamics in Interacting Fermionic Systems

In this section, we will study the imbalance dynamics in a one dimensional AA model for

Fermions, interacting via nearest-neighbour interaction Hamiltonian,

Hint = U

L�1X

i=1

nini+1. (4.26)

The system is initialized to the same density pattern of alternating empty and filled sites,

as shown in Fig. 4.1(b). In the Keldysh action, the inter-particle scattering term leads to

four bare interaction vertices which are local in time but non-local in space, as shown in

Fig. 4.14. In this case, the full interacting Keldysh action, Sint, takes the following form,

Sint = �U

2

Z
dt

L�1X

i=0

h

 ̄1(i, t) ̄1(i + 1, t) 1(i + 1, t) 2(i, t) +  ̄1(i, t) ̄1(i + 1, t) 2(i + 1, t) 1(i, t)

+  ̄2(i, t) ̄1(i + 1, t) 1(i + 1, t) 1(i, t) +  ̄1(i, t) ̄2(i + 1, t) 1(i + 1, t) 1(i, t)

+  ̄2(i, t) ̄2(i + 1, t) 2(i + 1, t) 1(i, t) +  ̄2(i, t) ̄2(i + 1, t) 1(i + 1, t) 2(i, t)
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Figure 4.14: Spinless Fermions interacting via nearest-neighbour repulsive interaction of
strength, U . This leads to four bare vertices in the interacting Keldysh action which are
diagrammatically represented in the figure. Note that the interaction vertices are local in
time. But since Fermions residing only on the nearest-neighbour sites repel each other, the
interaction is non-local in space. The spatial non-locality is represented by the wiggly lines
between the nearest neighbour sites, i and i

0 = i + 1. All the diagrams have their i $ i
0

counterpart diagrams (not shown in the figure), leading to 8 terms in Eq. 4.27.

+  ̄1(i, t) ̄2(i + 1, t) 2(i + 1, t) 2(i, t) +  ̄2(i, t) ̄1(i + 1, t) 2(i + 1, t) 2(i, t)
i

(4.27)

1 Similar to the case of Bosons, the e↵ect on inter-particle scattering between the neigh-

bouring Fermions is included in the dynamics through the self-energies, ⌃R(i, t; j, t0) and

⌃K(i, t; j, t0) in the Dyson equations given in Eq. 4.19 and 4.18.

However, there is a crucial di↵erence in the structure of the Fermionic field theory

compared to that of the Bosonic one, starting from a Fock state. To understand this, we

recall the discussion on violation of Wick’s theorem in non-interacting systems discussed

in section 3.6. We showed that in the dynamics of a non-interacting many body system

starting from an arbitrary ⇢̂0, the multi-particle physical correlation functions can not be

decomposed as product of only one particle physical correlation functions and the correction

1Note that there is an additional factor of 1/2 in the vertex factor, compared to that for Bosons. This is
due to the nearest neighbour interaction for Fermions, which makes the number of vertices twice compared
to Bosons.
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Figure 4.15: Skeleton diagrams for ⌃R(i,t;j,t’) up to second order in U .  1 and  2 fields
are represented by solid and dashed lines respectively.

terms are proportional to the multi-particle correlators calculated in ⇢̂0. This absence of

Wick’s theorem in the non-interacting system is at the heart of all the complications arising

in formulating a diagrammatic perturbation theory in an interacting system. However, for

Fermionic system starting from a Fock state, we have a crucial advantage at this point, as

Wick’s theorem is valid by the construction of the theory. To see this, we recall the simple

example of two particle physical correlation function, h�⇤

cl(↵, t)�⇤

cl(�, t
0)�cl(�, t0)�cl(�, t)i =

i
2G(2)

⇢0 (↵, t, �, t
0
, �, t

0
�, t) for non-interacting Fermions from Eq. 3.38,

G(2)
⇢0 (↵, t, �, t

0
, �, t

0
, �, t) =

X

x,y

[GR(↵, t, x, 0)G⇤

R(�, t0, x, 0)GR(�, t
0
, y, 0)G⇤

R(�, t, y, 0)

� GR(↵, t, x, 0)G⇤

R(�, t, x, 0)GR(�, t
0
, y, 0)G⇤

R(�, t0, y, 0)]

⇥[h(1 � 2n̂x)(1 � 2n̂y)i0 � 2�x,yhn̂x(n̂x + 1)i0]
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Figure 4.16: Skeleton diagrams for ⌃K(i,t;j,t’) in second order in U . The contribution in
⌃K coming from the Hartree-Fock diagrams (first order in U) add up to zero. Hence, the
diagrams shown in this figure are the minimal diagrams needed to generate ⌃K which is
crucial to include e↵ects of interaction induced noise correlations in the dynamics.  1 and
 2 fields are represented by solid and dashed lines respectively.

If the initial state is a single Fock state, (a) h(1�2n̂x)(1�2n̂y)i0 = h(1�2n̂x)i0h(1�2n̂y)i0
and (b) the coe�cient is zero for x = y. Hence,

G(2)
⇢0 (↵, t, �, t

0
, �, t

0
�, t) = GK⇢0(↵, t, �, t

0)GK⇢0(�, t
0
, �, t) � GK⇢0(↵, t, �, t)GK⇢0(�, t

0
, �, t

0).

(4.28)

This argument can easily be generalized for higher order physical correlation functions

and hence we recover Wick’s theorem for non-interacting Fermions starting from a Fock

state. Thus, in presence of inter-particle interaction in this system, we can construct a

diagrammatic expansion of irreducible one-particle self-energies in terms of physical one

particle correlation functions. This leads to a conserving approximation for Gs which need

to be solved self-consistently from Eq. 4.19 and 4.18. In our calculation, we keep all skeleton

diagrams for ⌃R and ⌃K upto second order in U , as shown in Fig. 4.15 and 4.16 (for details

see Appendix B.1). We note that our approximation is non-perturbative in U , as the self-

energy diagrams are calculated using full interacting propagator, G(i, t; j, t0)s. In Hartree-

Fock (HF) approximation, which comprises of the first order diagrams in U , ⌃K(i, t; j, t0) =

0 and hence the dynamics does not include e↵ect of stochastic fluctuations coming from

inter-particle scattering. Our approximation, keeping all diagrams upto second order in U ,
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Figure 4.17: The density imbalance as a function of time for a spinless one dimensional
Fermions having nearest neighbour repulsive interaction of strength U/J = 0.9. The
strength of the onsite AA potential, V/J = 2.0. The blue curve shows the ED data
obtained for L = 16 site linear chain. The red cure corresponds to the field theoretic
answer obtained within self-consistent Hartree-Fock approximation. In this approximation,
⌃K = 0 and hence it does not include the e↵ects of stochastic fluctuations in the dynamics.
The green curve shows the field theoretic result obtained by solving the Dyson equations
self-consistently, keeping all the skeleton diagrams upto second order in U , as shown in Fig.
4.15 and 4.16. This includes e↵ects of both dissipation and noise induced by interaction in
the dynamics. This answer overestimates the e↵ect of dissipation at long times as compared
to the exact answer shown in blue curve. The field theoretic answers are obtained for a
L = 20 site system.

has non-zero ⌃R and ⌃K and thus includes e↵ects of both dissipation and noise correlations

induced by interaction in the dynamics. This is crucial to describe possible thermalization

in the long time limit.

Solving the dynamics of the system, we obtain the time evolution of the density imbal-

ance in the system. In Fig. 4.17, we plot hI(t)i as a function time for U = 0.9 and V = 2.0

using three di↵erent methods: (a) the blue line represents the exact answer obtained by

diagonalizing (ED) the interacting AA Hamiltonian for spinless Fermions on a L = 16 site

linear chain, (b) the green line shows the answer within self-consistent Hartree-Fock (HF)

approximation for a 20 site linear chain, and (c) the red line corresponds the result obtained

by self-consistently solving the Dyson equations keeping all diagrams up to second order

in U , i.e Hartree, Fock, bubble and cross diagrams. The curve, (c), seems to overestimate

the e↵ect of dissipation at long times compared to the exact answer, shown in (a). This is

possibly coming from the fact that we are using the bare interaction strength, U , as the
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vertex factor in the skeleton diagrams. A more sophisticated approximation scheme that

takes into account the e↵ect of screening by renormalizing the bare vertex factor is needed

to clarify this point. The results on interacting Fermionic systems presented in this thesis

form the initial steps towards this direction and a more careful and detailed analysis is

under investigation and will be part of future studies.

4.9 Discussions

In this chapter, we use a new formulation of Schwinger-Keldysh path integral formalism,

which can include arbitrary initial conditions in the many body dynamics, to work out a

theory of imbalance dynamics in disordered (quasi-periodic) linear and square lattice of

bosons/fermions, both in presence and absence of inter-particle interaction. The system

is initialized in a Fock state with a pattern of 1 and 0 particles on A and Ā subsystems

respectively, similar to the experimental set-up used to detect MBL. We, for the first time,

provide exact connection between experimentally measurable non-equilibrium observables

and traditional ways of characterizing disordered systems in terms of localisation length.

Our analytical results can be inverted to obtain localisation lengths from experimental data

on long time density imbalance. We extend this analysis to the systems having mobility

edges in the spectrum and explain why the imbalance as a function of disorder shows non-

analytic behaviour when the mobility edge passes through a band edge. This work, to the

best of our knowledge, is the first one in the literature which provides a comprehensive non-

equilibrium field theoretical study of the imbalance dynamics of a disordered interacting

Bosonic system, which includes the e↵ects of both the dissipation and noise fluctuations

coming from inter-particle interaction. This is the minimal approximation needed to ac-

count for possible thermalization of the system in the long time limit. Our work gives a

profound understanding of the very di↵erent microscopic processes that are responsible for

sustaining long time imbalance in both non-interacting and interacting disordered systems.

In interacting Bosonic systems, our calculations show that long time imbalance is sustained

at strong disorder by the noise correlations which remember the initial density pattern.

In the next chapter, we switch our focus to the non-equilibrium dynamics of a non-

Markovian open quantum system and study the e↵ect of having long range memory kernel

in the dissipative stochastic dynamics.

82



Chapter 5
Dynamics of Many Body Non-Markovian

Open Quantum System

5.1 Introduction

An interesting class of problems related to thermalization [72] and generation of entan-

glement [71] and entropy [69, 70] involves solving the dynamics of open quantum systems

(OQS)[23], where a quantum system can exchange energy/particles with a large external

reservoir/bath. It is also crucial to understand the dynamics of a open quantum system to

design and control possible platforms for creating an architecture of quantum computing,

like superconducting qubits [144, 145], spin-qubits [146], cavity QED [147], cavity optome-

chanics [148], quantum dot arrays coupled to cavities [149], nanowire junctions [150],

ultracold atomic systems [151] etc. The phenomenal experimental advance over the past

decade in implementing and controlling these platforms has reignited interest in the dynam-

ics of OQS. Additionally, theoretical ideas of bath/dissipation engineering [152] to guide

open quantum systems to novel steady states [153] and using these states as resources in

quantum computing [154] also require a deep understanding of the behaviour of OQS.

The Born-Markov approximation is widely used to study the dynamics of open quan-

tum systems coupled to external baths. It assumes that (i) coupling of the quantum system

to the bath does not change the dynamics of the bath and (ii) the e↵ective reduced dy-

namics of the system is local in time. This is often presented in the form of a time local

(Markovian) quantum master equation (QME) [44], where the positive rates of transition

from one configuration of the system to another depend only on the state of the system
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at that time. Markovian dynamics has been studied using the well-known Redfield [155]

and Lindblad [156, 157] master equations. The other related approach is that of stochas-

tic Schrodinger equations [158, 159, 160], which are generalizations of familiar Langevin

equations in classical systems.

However, going beyond the scope of the Born-Markov approximation and studying the

e↵ects of long-range memory kernels in the non-Markovian dynamics of OQS has been gain-

ing a lot of prominence in recent years [81, 82]. Non-Markovian dynamics has been key to

recent proposals for bath engineering [161], quantum metrology [162], and can be used as re-

sources for quantum communication [163] and quantum memory [164]. Recent experiments

have been successful in tuning the dynamics of an open quantum system from Markovian to

non-Markovian by controlling the bath degrees of freedom [165]. Non-Markovian dynam-

ics [166, 167, 168, 169, 170, 171, 172, 173, 174, 175, 176] has been traditionally treated using

Nakajima-Zwanzig type master equation [48, 177] as well as e↵ective time convolution-less

master equation [178, 179, 180, 181]. In fact, di↵erent types of dynamical behaviour

or properties of the equation of motion are clubbed under the rubric of non-Markovian

dynamics with debates over essential definition of “non-Markovian”ness [182].

The applicability of Born-Markov approximation to study the dynamics of OQS is re-

stricted to only a selected class of problems in the regime of weak system-bath coupling

where the density of states in the bath is a smooth function of frequency. However, there

is a large class of OQS which exhibits sharp features in the bath spectral function. Such

non-analytic behaviour can arise from a variety of sources like band edges, Van-Hove sin-

gularities, Kohn anomalies [83] in phonon spectrum, phase transitions in the bath [183]

and non-Fermi liquid [184, 185] nature of the bath. Recently, evidences of such non-

Markovianness have been observed in experiments [186] in the form of non-exponential

decay in fluorescence intensity of dissolved organic materials. In this chapter, we study

the non-Markovian dynamics of open quantum systems induced by non-analyticites in the

bath spectrum and provide exact analytic solutions for the reduced dynamics of the system

at arbitrary system-bath coupling. We probe the system at two di↵erent regimes during

its evolution: (a) we first work out the complete structure of the steady state dynamics

of the OQS where the memory of the initial condition of the system is erased and the

e↵ects of non-Markovianness in the dynamics are manifested in multi-time observables.
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This gives useful insights about the interplay between multiple time-scales relevant in the

non-Markovian dynamics. (b) We then extend this study to probe transient dynamics of

the non-Markovian OQS initialized to non-trivial density matrices. For this, we use the

new extension of non-equilibrium field theory developed in chapter 3 which can include

arbitrary athermal initial conditions.

A canonical model of OQS [187], consisting of a few bosons (fermions) coupled lin-

early to non-interacting bath of bosons (fermions), has been studied previously using

QME [188, 189, 190, 191, 192] as well as non-equilibrium Green’s function technique [193,

194, 195, 56, 196, 197, 198, 199, 200]. In this chapter, we use Schwinger-Keldysh field theory

formalism [55] to study a system bosons(fermions) hopping on a 1d lattice where each site

is connected to a non-interacting bosonic (fermionic) bath kept at fixed temperature and

chemical potential. Integrating out the bath degrees of freedom, we obtain a description of

the e↵ective steady state dynamics of the OQS. We relate the self-energies induced by the

bath to the dissipative and noise kernels in a stochastic Schrodinger equation through a

saddle point approximation. We show that any non-analyticity in the bath spectral func-

tion leads to temporally long range dissipative and noise kernels with power law tails. The

exponent of the power law is determined solely by the nature of the non-analyticity and is

independent of other microscopic details. The power law tail in the kernels precludes the

possibility of coarse graining to obtain a Markovian description for the dynamics of the

system. We emphasize that, for bosonic baths kept at fixed chemical potentials, i.e when

the bath, decoupled from the system has a conserved number/charge, the bath spectrum

must be bounded from below. Hence its spectral function at least be non-analytic at the

bottom of the band. Non-Markovian dynamics will be ubiquitous in such bosonic systems.

The Green’s functions inherit these power law tails along with a short time exponential

decay. The crossover from the exponential decay to the power law tail occurs at a time

⌧0 ⇠ 1/✏2, where ✏ is the scale of system bath coupling. Thus at very weak system bath

coupling, the system dynamics appears Markovian for a very long time, and we call this

regime “quasi-Markovian”. With increase in system bath coupling, the power law tail dom-

inates the dynamics and the non-Markovian behaviour is easier to detect in experiments.

We study both the density and current profile in the system, as well as the unequal time

observables like current-current correlators. While the steady state answers for equal time
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correlators show important quantitative di↵erences from a Markovian calculation, the un-

equal time correlators inherit the power law tails and can be used as a direct probe of these

singularities in the bath spectrum. The nature of the non-analyticity controls the power

law exponent while the location of the non-analyticity in the bath spectrum governs the

cross-over timescale. We explicitly show this by analytically solving the dynamics in case

of a semi-infinite 1-dimensional bath whose spectral function having square root derivative

singularity at the band edges. We obtain the analytic expressions for the Green’s function

of a full 1d chain which provide the starting point for calculating the dynamics of the

interacting many-body OQS. We consider the e↵ect of the inter-particle interactions on

the dynamics of OQS within self-consistent Hartree-Fock approximation. We find that,

the power law tail survives, while the crossover scale increases with increasing interaction

strength.

Having understood the structure of the non-Markovian dynamics in the steady state, we

consider the transient dynamics of the many body OQS initialized to Fock states and work

out the dynamics using the newly developed extension of SK field theory (chapter 3). We

first study the dynamics of Bosons hopping on a linear chain where the system is initialized

to a wedge shaped pattern of density. We study how the density and current patterns evolve

with time as the system approaches its thermal state in the long time limit. At short times,

the density pattern shows interesting see-saw type oscillations, leading to pilling of current

around the central site on the chain. At long times, dissipative and stochastic e↵ects from

the external bath come into play and the density and current profiles settle in their steady

patterns, governed by the bath. We also consider a 1d Fermionic system initialized in a

density pattern where the left half of the chain is filled with one Fermion per site and the

right half is empty, i.e the system has a domain wall at the center. We study the dynamics

of the density and current patterns in the transient state of the system. It exhibits ballistic

oscillation of the domain wall in the system before settling to the steady state profile.

We have organized the chapter into several sections: section 5.2 to section 5.7 deals with

the steady state dynamics of the system while section 5.8 treats the transient dynamics

of the system by the extending the new SK field theory formalism developed in chapter 3

to include e↵ects of arbitrary initial conditions in the dynamics of many body OQS. In

section 5.2, we discuss a model of non-interacting bosons linearly coupled to a bosonic
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g

tB

ε

T1,μ1 T2,μ2

ε

Figure 5.1: Schematic diagram of the open quantum system setup considered in this
chapter. The red-blue circles denote the system sites, whereas the line of light blue circles
denotes the semi-infinite bath. Note that the baths are not interconnected to each other
and have their independent temperature Tl and chemical potential µl. The system sites
couple to the first site of the respective bath with scale ✏. Here g is the hopping in the
system, while tB is the hopping in the bath.

bath. We set up the Keldysh formalism and sketch the steps taken to calculate the Green’s

function and observables in the resulting OQS. In section 5.3, we connect the self energies

induced by integrating out the bath variables with the dissipative and noise kernels in

an equation of motion approach and discuss the power law kernels induced by the non-

analyticities in the bath spectral function. In section 5.4, we solve the Dyson equation

and find the analytic Green’s function for the linear chain. We discuss the non-analytic

structure of the Green’s function in frequency space, and its behaviour in real time. In

section 5.5, we consider equal time and unequal time observables and show how the unequal

time correlators show the signature of the power law tails. In section 5.6, we generalize

the results to the case of a fermionic system coupled to a fermionic bath and show that

similar results hold in this case. In section 5.7, we consider the e↵ect of inter-particle

interactions in the system on the power law tail and the crossover time-scale. Finally, in

section 5.8, we extend the new SK field theory formalism to include arbitrary athermal

initial conditions in the dynamics of a many body OQS. We also work out some examples of

the above formalism to compute the evolution of densities and currents in the many-body

non-Markovian open quantum system staring from non-trivial initial states.
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5.2 Bosonic system coupled to Bosonic Baths

We consider a system of 1-dimensional lattice of non-interacting bosons (representing ar-

rays of oscillators) hopping between nearest neighbours with an amplitude g (representing

coupling between successive oscillators). The fermionic version of this model, which can

represent quantum dot arrays, will be taken up in section 5.6. Each site, l, of the lattice is

coupled to an independent bosonic bath with a temperature Tl and a chemical potential

µl. The setup is schematically shown in Fig. 5.1. We will be interested in the steady state

response of the system to di↵erent profiles of µl and Tl.

We describe each bath by a semi-infinite 1 dimensional lattice of non-interacting bosons

with nearest neighbour hopping tB and assume each system site is coupled locally to the

first site of the corresponding bath, as shown in Fig. 5.1. The system bath coupling ,

controlled by the scale ✏ , is linear in both the system and bath degrees of freedom . The

total Hamiltonian of the system (Hs) , the baths (Hb) and system bath coupling (Hsb) are

then given by,

Hs = �g

NX

l=1

a
†

lal+1 + h.c and Hsb = ✏

NX

l=1

a
†

l b
(l)
1 + h.c

Hb = �tB

NX

l=1

1X

s=1

b
(l)†
s b

(l)
s+1 + h.c. (5.1)

where a
†

l creates a boson at site l of the system, b
(l)†
s is the bosonic creation operator

at site s of l
th bath. It is useful to rewrite the bath degrees of freedom in terms of the

eigenoperators B
(l)†
↵ which diagonalize the bath Hamiltonian.

Hb =
X

l,↵

⌦↵B
(l)†
↵ B

(l)
↵ , Hsb = ✏

X

l,↵

↵B
(l)†
↵ al + h.c (5.2)

where ⌦↵ is the energy of the eigenmode ↵ and ↵ is its amplitude on the first site of the

bath.

We use Schwinger Keldysh functional integral [55] to study the e↵ective non-unitary

dynamics of the OQS in the steady state. The field theoretic technique yields exact results

for arbitrary parameter values in non-interacting system, and is not restricted to weak

system bath couplings. The Keldysh approach constructs a path integral representation of

88



5.2. BOSONIC SYSTEM COUPLED TO BOSONIC BATHS

the dynamics of the density matrix . It requires two copies of fields at each instant of time

t, namely �+(t) and ��(t), corresponding to the forward and backward evolution inherent

in ⇢(t) = U(t, �1)⇢(�1)U †(t, �1). Here U(t) is the time evolution operator for the

system as well as the baths and ⇢(�1) is the initial density matrix, which is factorizable

into system and bath density matrices. It is customary to work with the symmetric or

classical �cl = (�+ + ��)/
p

2 and anti-symmetric or quantum �q = (�+ � ��)/
p

2 fields.

Using �
(l) and �

(l)
↵ as the fields corresponding to al and B

(l)
↵ , the steady state Keldysh

action for the system Ss, baths Sb, and the system bath couplings Ssb is given by

Ss =
X

l,l0

Z
d!�

†

l (!)

2

4 0 G
�1A
0 (l, l0,!)

G
�1R
0 (l, l0,!) G

�1K
0 (!) �l,l0

3

5�l0(!)

Sb =
X

l,↵

Z
d! �

†

l↵(!)

2

4 0 ! � ⌦↵ � i⌘

! � ⌦↵ + i⌘ 2i⌘ Fl(⌦↵)

3

5�l↵(!)

Ssb = �✏
X

l,↵

Z
d! ↵�

†

l↵(!)�̂1�l(!) + h.c (5.3)

where �1 is the Pauli matrix encoding the Keldysh rotation and �
†

l = [�⇤(l)
cl , �

⇤(l)
q ], �†

l↵ =

[�⇤(l)
cl,↵ , �

⇤(l)
q,↵ ] and G

�1R/A
0 (l, l0,!) = (! ± i⌘) �l,l0 + g �l,l0±1, and ⌘ ! 0+ [201]. Here

Fl(!) = coth
⇣
!�µl

2Tl

⌘
is related to the distribution function in the l

th bath. We assume

that all the baths remain in thermal equilibrium throughout the dynamic evolution of the

system. The bath Green’s functions given by

G
R/A
b (↵;!) =

1

! � ⌦↵ ± i⌘

G
K
b (↵, l;!) = �2⇡i �(! � ⌦↵) coth

⇣
! � µl

2Tl

⌘
(5.4)

Since the action (5.3) is quadratic in �(l)
↵ , we can integrate out the bath degrees of freedom

to obtain the e↵ective dissipative action for the open quantum system which describes the
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non-unitary dynamics of the system coupled to the bath,

Soqs =
X

l,l0

Z
d!�

†

l (!)

2

4 0 G
�1A
0 (l, l0,!) � ⌃A(w) �l,l0

G
�1R
0 (l, l0,!) � ⌃R(w) �l,l0 �⌃K

l (!) �l,l0

3

5�l0(!),

(5.5)

where ⌃̂l(!) =
P

↵ |↵|2 ✏2 �̂1Ĝb(↵, l;!)�̂1. Here, integrating out the bath induces a

finite Keldysh component of the self-energy matrix, ⌃K
l (!), which is purely imaginary.

Thus, although we start from unitary description of the combined system, the e↵ective

dynamics of the OQS after tracing over bath degrees of freedom, governed by the action

(5.5), is non-unitary. The summation over the bath eigenmodes makes the self-energy

matrix a function only of the bath spectral function

J(!) = 2⇡
X

↵

|↵|2�(! � ⌦↵), (5.6)

and the distribution function Fl(!) . All the results of this chapter will depend on properties

of J(!) and not on other microscopic details of the baths. In that sense, we can simply think

of di↵erent kinds of baths being represented by di↵erent J(!), and the results obtained here

are applicable to a large class of systems . For our particular case, we will mainly focus on

1�d semi-infinite bath given by the Hamiltonian (5.2) which is diagonalized in the quasi-

momentum basis ↵ with the eigen-energies, ⌦↵ = �2tB cos(↵). Baths are assumed to have

infinite number of degrees of freedom so that their energy spectrum is continuous and ↵

is proportional to the eigen-function of Hb at the first site of the bath, ↵ =
p

2/⇡ sin(↵).

Using equation (5.6) we then get,

J(!) = ⇥(4t2B � !
2)

2

tB

s

1 � !2

4t2B
, (5.7)

which has a square root derivative singularity at the band edges ! = ±2tB where |2tB| <

|µl| 8 l , to avoid BEC forming in the baths. We discuss the cases of some other physically

relevant J(!) in section 5.3. Writing the components of self energy matrix explicitly, we
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have

⌃R(!) = �✏2
Z

d!
0

2⇡

J(!0)

!0 � ! � i⌘

⌃K
l (!) = �i✏

2
J(!) coth


! � µl

2Tl

�
(5.8)

Inverting the kernel in the action (5.5) we obtain exact expressions for the 1-particle Green’s

function of the bosons. Using this, we calculate equal time observables (e.g. current,

occupation number ) as well as unequal time observables (e.g. current current correlation

functions) in the steady state. Green’s functions and current-current correlators in the

steady state show power law tails indicative of non-Markovian dynamics of the system. In

the next section, we work in real time domain and connect the Keldysh formalism with

the widely used stochastic Schrodinger equation [158] formalism.

5.3 Power law Tail in Dissipative and Noise Kernels

The Keldysh field theory description obtained in the previous section can be connected to

a stochastic Schrodinger equation with non-local memory kernels for dissipation and noise

in the system given by the self-energies ⌃R and ⌃K
l . To see this, we write the e↵ective

Keldysh action for the OQS in real time,

S =
X

l,l0

Z
dt dt

0
�
†

l (t)

2

4 0 G
�1A
ll0 (t, t0)

G
�1R
ll0 (t, t0) �⌃K

l (t, t0)�l,l0

3

5�l0(t
0) (5.9)

where G
�1R
l,l0 (t, t0) = �(t � t

0)
�
i@t�l,l0 + g�l,l0±1

�
� ⌃R(t � t

0)�l,l0 . The terms quadratic in

�q are first converted into terms linear in �q (source terms) by a Hubbard Stratanovich

transformation with an auxiliary field ⇣l(t). The Keldysh partition function is then given

by Z =
R

D[⇣⇤⇣] F (⇣⇤⇣)
R

D[�⇤
�]eiS(�

⇤,�,⇣⇤,⇣), where

S =

Z
dt

Z
dt

0
X

l,l0

[�⇤(l)
q (t) G

�1R
l,l0 (t, t0)�(l)

cl (t0) + h.c]

+

1Z

�1

dt

X

l

h
�
⇤(l)
q (t)⇣l(t) + ⇣

⇤

l (t)�
(l)
q (t)

i
and

F (⇣⇤⇣) = e

i
1R

�1

1R

�1
dt dt0 ⇣⇤l (t)[⌃

K
l (t,t0)]�1⇣l(t0)

(5.10)
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The equation of motion, obtained from classical saddle point condition @S
@�q

���
�q=0

= 0, is

i@t�
(l)
cl (t) �

Z
dt

0 ⌃R
l (t, t0)�(l)

cl (t0) + g�
(l)±1
cl (t) = ⇣l(t), (5.11)

where ⇣l(t) is a complex random field with a non-local but Gaussian distribution,

h⇣⇤l (t)⇣l0(t0)i = �i�l,l0⌃K
l (t, t0). The imaginary part of the retarded self energy is thus the

dissipative kernel, while the Keldysh self energy is the noise correlation kernel. The self

energies in real time are related to the bath spectral function by

⌃R(t � t
0) = �i✏

2⇥(t � t
0)

Z
d!

2⇡
J(!)e�i!(t�t0) (5.12)

⌃K
l (t � t

0) = �i✏
2

Z
d!

2⇡
J(!) coth


! � µl

2Tl

�
e
�i!(t�t0)

We note that for any J(!) which is even in !, the retarded self energy is purely imaginary

and hence dissipative in nature. For the bath spectral function that we consider ( eqn. 5.7),

⌃R(t, t0) = �i ⇥(t � t
0)
✏
2

tB

J1(2tB|t � t
0|)

|t � t0| , (5.13)

where J1(x) is the Bessel function of first order. It is clear from the above exact expression,

that ⌃R(t� t
0) ⇠ �i✏

2[tB(t� t
0)]�

3
2 cos[2tB(t� t

0)�3⇡/4] for |t� t
0| ! 1 i.e the dissipative

kernel decays slowly as a power law in the long time limit. Hence, there is no time scale

in the system over which one can coarse grain to obtain an e↵ective local description.

The dynamics is thus essentially non-Markovian. Although a closed form expression for

⌃K(t � t
0) cannot be obtained, it can be shown (see Appendix C.1) that at long times the

envelop of ⌃K ⇠ �✏2(2/⇡)1/2 |2tB(t � t
0)|�3/2 (coth [(2tB � µ)/2T ] ⌥ coth [(2tB + µ)/2T ])

where the �(+) sign corresponds to its real (imaginary) part. Hence it has the same

⇠ |t � t
0|�3/2 tail as ⌃R. In Fig. 5.2, we plot the imaginary part of the Keldysh self

energy of a site coupled to a bath with temperature T/tB = 0.625 and chemical potential

µ/tB = �2.25 as a function of |t � t
0| on a log-log plot. The analytic envelop of ⌃K is

plotted in the same figure with a solid line. It matches with the numerically obtained

results remarkably well. Here, the chemical potential is kept below the band bottom to

avoid the pathological case of non-interacting BEC in the bath. We note that in the limit

µ ! �2tB, i.e a BEC transition is approached, the ⌃K(!) has a square root divergence at
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Figure 5.2: The imaginary part of the noise kernel (Keldysh self energy) ⌃K
l (t � t

0) of a
site l coupled to a bath with Tl = 0.625tB and µl = �2.25tB as a function of |t � t

0| on a
log-log plot. The system bath coupling in this case is ✏ = 0.3tB. Note that the absolute
value of the self energy is plotted in this case. The solid line is the analytic answer for the
envelop of the leading power law ⇠ |t � t

0|�3/2 decay of the kernel. We use tB = 2 to set
units of t � t

0 and ⌃K(t � t
0).

! = ±2tB and the power law tail will change to |t � t
0|�1/2.

The origin of the power law tail can be traced back to the fact that the bath spectral

function J(!) is non-analytic at ! = ±2tB. This is similar to Friedel oscillations [202] or

RKKY interaction for impurities in a Fermi gas, where non-analyticity of the polarization

function leads to power law decays in space. We will focus on a particular model of OQS

with square root derivative singularity at the band edge of the density of states of the bath

in most of the parts of this chapter, which will allow us to obtain analytic expressions for

various quantities. However, the relation between power law tails and singularities is very

robust, and we will work out the power law exponents for a di↵erent types of non-analytic

spectral functions. For example, one can consider the arrangement where each lattice site

is coupled to 1-dimensional bath, where the coupling is to a central site of the bath (infinite

1d bath) as opposed to the one end of the bath (semi-infinite 1d bath). In this case, the

bath spectral function is, J(!) = ⇥(4t2B � !
2)(2/tB) [1 � !

2
/(4t2B)]�1/2. Using the same

formalism, the analytical expression for ⌃R(t, t0) = �i ⇥(t � t
0) 2✏2J0(2tB|t � t

0|), which

scales as |t � t
0|�1/2 for large |t � t

0|. Another commonly used spectral function [48] is

J(!) = ⇥(!) !x

!x+1
c

exp(� !
!c

) which is a prototype of ohmic (x = 1), sub-ohmic (x < 1),

super-ohmic (x > 1) baths respectively. In this case, we obtain closed form analytic

solutions ⌃R(t, t0) = �i ⇥(t� t
0) ✏2�[1+x]/(2⇡) [1 + i wc(t � t

0)]�(x+1) ⇠ |t� t
0|�x�1 in the

long time limit. Finally we consider the spectral density of a 2d square lattice which has
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Physical model Form of J(!) ⌃R(t � t
0) ⇠ Asymptotic limit

Semi-infinite 1-d bath ⇥(4t2B � !
2) 2

tB

q
1 � !2

4t2B

J1(2tB |t�t0|)
|t�t0| |t � t

0|� 3
2

Infinite 1-d bath ⇥(4t2B � !
2) 2

tB
1r

1� !2

4t2
B

J0(2tB|t � t
0|) |t � t

0|� 1
2

Ohmic,Sub and Super Ohmic bath ⇥(!) !x

!x+1
c

exp(� !
!c

) �[1+x]
[1�i wc(t�t0)]x+1 |t � t

0|�x�1

2-d square lattice bath 1
wc

log
⇣

|w�w0|

wc

⌘
� e

iw0(t�t0) sign(t�t0)
t�t0 |t � t

0|�1

Table 5.1: Leading power law decay in dissipative kernel (⌃R(t � t
0)) at large t � t

0 for
di↵erent non-analytic bath spectral functions J(!).

a logarithimic Van-Hove singularity (not coming from the band edge) of the form J(!) ⇠

1/wc log (|w � w0|/wc) as ! ! !0. In this case, we obtain ⌃R(t, t0) ⇠ e
iw0(t�t0)

sign(t �

t
0)/(t � t

0) which decays as power law ⇠ |t � t
0|�1. This provides a clear exposition of how

the power law exponent is related to the nature of non-analyticity in the bath spectral

function. We summarize these results in Table (5.1) where the exact and asymptotic forms

are tabulated. The non-Markovian dynamics can then be used to detect the presence and

nature of these non-analyticities. If the bath spectral function has sharp but non-singular

features, the kernel will be an approximate power law for a large intermediate time period,

before showing exponential decay on the time scale at which the singularity is smoothed

out.

In the next section, we obtain analytic expression for the Green’s function of a linear

chain, which we will later use to calculate correlation functions in the OQS.

5.4 Analytic Green’s function for a linear chain

We consider bosons hopping on a 1D chain of N sites where each site is connected to an

independent bath with its own temperature and chemical potential. We note that this

arrangement is di↵erent from the standard transport setup [200] , where two reservoirs

are connected to the two end sites of the chain. We revert back to eqn. [5.5] and solve the

Dyson equation to obtain the exact retarded and Keldysh Green’s functions of this model.

For the 1D chain, the retarded inverse propagator is a symmetric tridiagonal matrix:
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G
�1R
ll0 = g[D �l,l0 + �l,l0±1], where DR(!) = g

�1[!�⌃R(!)] is independent of the site index.

This can be inverted [203] to obtain

G
R
i,j(!) = (�1)i+j Mi�1MN�j

gMN
for i < j (5.14)

and G
R
i,j = G

R
j,i for i > j, where

Mi =
sinh[(i + 1)�]

sinh[�]
with cosh [�] = D/2. (5.15)

The Keldysh Green’s function is then given by,

G
K
i,j(!) = �i✏

2
J(!)

NX

l=1

G
R
i,l(!) coth

✓
! � µl

2Tl

◆
G

⇤R
j,l (!). (5.16)

To obtain a clear insight about the structure of the Green’s function, we first consider a

simplified toy model consisting of 2-sites connected to two di↵erent baths [192]. In this

two site model,

G
R
↵,↵(!) =

D
g(D2 � 1)

and G
R
↵,↵̄(!) =

�1

g(D2 � 1)
. (5.17)

Here, the site indices, ↵̄ = 1 for ↵ = 2 and ↵̄ = 2 for ↵ = 1 for the two site system. For

the bath spectral function given in eqn.(5.7),

⌃R(!) =
✏
2
!

2t2B
� i

✏
2

tB


1 � (! + i⌘)2

4t2B

�1/2
. (5.18)

In this case, the Green’s functions G
R(z) have isolated poles at z0, where

z0 =
g

1 � ✏2

t2B


1 � ✏

2

2t2B

�
� i

✏
2

tB

⇣
1 � ✏2

t2B

⌘

1 � g

2

4t2B
� ✏

2

t
2
B

�1/2
. (5.19)

For g
2
/4 + ✏

2
< t

2
B, z0 has a finite imaginary part leading to an exponential decay

in G
R(t, t0) with a rate � ⇠ ✏

2
/tB. For g

2
/4 + ✏

2
> t

2
B , the pole is on the real axis

(outside the bandwidth), leading to an oscillation in the long time limit, similar to the

behaviour found by Nori et. al in Ref. [48]. In this chapter we will focus on the regime
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Figure 5.3: (a) and (b): Greens functions of a two-site system connected to two baths
with µ1 = �2.5tB and µ2 = �5tB, plotted as function of t� t

0 for (a) G
R
1,2 and (b) Re[GK

1,2].
(c) and (d): Green’s functions for a N = 50 site chain, where each site is connected to an
independent bath, plotted as a function of t� t

0 in (c) G
R
16,18 and (d) Re[GK

16,18]. The baths
have a µ profile linearly varying with site number, with µ1 = �2.5tB and µ50 = �5tB.
Note that absolute values are plotted in the log-log plot. All the Green’s functions show an
initial exponential decay, followed by a power law tail ⇠ |t � t

0|�3/2 . The arrows mark the
cross-over time scale between exponential decay and the non-Markovian power law tail,
⌧0 = �

�1 ⇠ tB/✏
2. All graphs are calculated for system hopping g = 0.5tB , system bath

coupling ✏ = 0.3tB and uniform bath temperature T = 0.625tB.

where the presence of the bath leads to damping in the system. Even in this case, there

is an additional non-analyticity in G
R(!) at ! = ±2tB, inherited from the non-analytic

nature of ⌃R(!). A careful analysis (see section C.1) shows that the nature of the leading

non-analyticity of G
R(!) is same as that of ⌃R(!). This leads to a power law tail at long

time with G
R(t � t

0) ⇠ (t � t
0)�3/2. The Keldysh Green’s function also inherits the same

power law tail in long time, as can be easily seen from eqn.[5.16]. In Fig. 5.3 (a) and

(b), we plot respectively the retarded Green’s function G
R
12(t � t

0) and the real part of

the Keldysh Green’s function G
K
12(t � t

0) for the two site model as a function of time in a
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log-log plot. The plots are obtained for a system with ✏ = 0.3tB and g = 0.5tB connected

to two independent baths of common temperature T = 0.625tB and chemical potential

µ1 = �2.5tB and µ2 = �5tB. At short times, the Green’s functions are dominated by the

exponential decay from the poles, while the long time behaviour is governed by the power

law due to the non-analytic J(!). The power law is clearly visible after the exponential

part has decayed i.e beyond a time scale ⌧0 = �
�1 ⇠ tB

✏2 , which is marked in the figures

with an arrow. ⌧0 is large at weak system-bath coupling and we recover a quasi-Markovian

dynamics for a long time, t < ⌧0 which finally crosses over to a non-Markovian regime for

t > ⌧0. However, at strong system-bath coupling, ⌧0 is very short and the dynamics is

mostly governed by the non-Markovian power law decay in the memory kernels. Thus, it

would be easier to detect observable consequences of non-Markovian dynamics at large ✏.

⌧0 has a very weak dependence on temperature and is essentially set by the system-bath

coupling. We emphasise that , in spite of the presence of a scale ⌧0 in the system dynamics,

we can not coarse - grain over this scale and obtain a Markovian description, as we are

then left with the power law decay of the Green’s function.

The characteristic features shown by the two-site system is carried over to the solution

for the N site system given in eqn.[5.14]. In this case, the poles are given by sinh[(N +

1)�] = 0, where the location of the poles satisfies z0(1 � ✏
2
/2t2B) + i✏

2
/tB

p
1 � z

2
0/4t

2
B =

2g cos[m⇡/(N + 1)], with m = 1, 2, ...N [204]. The pole has a positive imaginary part

� ⇠ ✏
2
/tB for g

2 cos2[⇡/(N +1)]+✏2 < t
2
B. With this modification, a similar structure of an

exponential decay followed by a power law tail is also obtained in this case. We consider

a N = 50 site chain with ✏ = 0.3tB and g = 0.5tB, connected to independent baths with

common temperature T = 0.625tB and a chemical potential profile which varies linearly

with the site number of the system going from µ1 = �2.5tB and µ50 = �5tB. In Fig. 5.3

(c) and (d), we respectively plot the retarded Green’s function G
R
i,j(t� t

0) and the real part

of the Keldysh Green’s function G
K
i,j(t � t

0) of the system as a function of time in a log-log

plot. We have used i = 16 and j = 18 to avoid the boundary of the chain. These Green’s

functions also show a quasi-Markovian exponential decay followed by a non-Markovian

|t � t
0|� 3

2 decay, similar to those found in the two site system.

In the next section, we will construct experimentally accessible quantities that can

clearly distinguish between the quasi-Markovian and non-Markovian dynamics and discuss
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the observable consequences of long range memory kernels.

5.5 Observables in Steady state

In this section, we focus on experimental observables which can detect non-Markovian be-

haviour in these open quantum systems. We will divide these observables into two classes:

(i) equal time observables like occupation numbers and currents and (ii) unequal time

current-current correlators. While the first class of observables show interesting quanti-

tative deviations from Markovian answers, especially in the limit of large system bath

couplings, the unequal time correlators show qualitatively di↵erent behaviour indicating

the presence of non-Markovian power law tails.

5.5.1 Equal Time Correlators

We will study two types of equal time correlators: (a) occupation number of sites or

eigenmodes and (b) current through the system. We first consider the two site problem. In

absence of any coupling to the bath, the system Hamiltonian can be diagonalized to obtain

two states at E = ⌥g with mode operator A
± = (1/

p
2)(a1 ± a2). The first observable we

focus on is the occupation number of these modes, n
±. The change in occupation number

of the modes due to coupling to baths,

�n
± =

i

4

X

↵

Z
d!

2⇡

h
G

K
↵,↵(!) ± G

K
↵,↵̄(!)

i
. (5.20)

We first consider the case where a system with g = 0.5tB is coupled to two baths kept at the

same temperature and chemical potential. In Fig. 5.4(a) we plot the change in occupation

of the ground state, �n+, in solid (red and green) lines as a function of the system bath

coupling ✏ for two di↵erent bath temperatures, T = 0.5tB and T = 1.25tB. The common

chemical potential of the baths is µ = �2.25tB. We have also plotted the distribution

function obtained from Markovian description given in Ref [192], n
+
eq = [e

�g�µ
T � 1]�1, in

dotted lines. The exact steady state distribution approaches the Markovian answer at

small ✏, but starts deviating as ✏ grows. This deviation increases with the temperature of

the bath. However, the one particle Green’s functions of the two site system do satisfy the

fluctuation dissipation relation, G
K
↵,↵(!) = 2i Im

⇥
G

R
↵,↵(!)

⇤
coth [(! � µ)/2T ], indicative
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Figure 5.4: (a) Change in occupation of ground state (�n+) of a two site system with
g = 0.5tB as a function of system bath coupling ✏ (solid lines) for coupling to a bath
with common µ = �2.25tB and common temperature T = 0.5tB and T = 1.25tB. Also
plotted are the distribution functions obtained from Markovian master equation given in
Ref.[ [192]] (dotted line). The exact answer deviates from the markovian results as ✏
increases. The deviation increases with temperature. (b) Occupation number of the two
sites and (c) current through a two site system with g = 0.25tB, coupled to two baths with
common temperature T = tB and chemical potentials µ1 = �2.5tB and µ2 = �5.0tB, as a
function of ✏. In (c) the current is also plotted for a system with g = 0.5tB. The steady
state current deviates from the quantum master equation result given in Ref.[ [192]] for
✏ > g. (d) Number density profile (measured w.r.t density of N

th site) and (e) Current
profile for a N = 250 site chain, where each site is connected to an independent bath.
The baths have a µ profile linearly varying with site number, with µ1 = �2.25tB and
µ250 = �5tB. In (d) the common temperature for the baths are T = 0.33tB, 0.5tB, tB while
in (e) T = 0.17tB, 0.25tB, 0.5tB. In both cases ✏ = 0.2tB and g = 0.5tB. Both density and
current profiles show an exponential decay. The length scale of the decay ⇠ is plotted as a
function of T in (f). The length scale increases linearly with T .

of thermalization of the system.

We now consider the steady state where the 2 baths coupled to the two sites are kept

at same T , but di↵erent µ. In this case, a finite current flows through the system and it is

simpler to analyze the system in the site basis. The change in the local occupation numbers,

�n1 and �n2, is plotted with ✏ in Fig. 5.4(b) for T = tB and g = 0.25tB, µ1 = �2.5tB and

µ2 = �5.0tB. As ✏ increases, the influx of particles to site 1 increases, but the probability

of particles tunneling from site 1 to 2 saturates when ✏ � g. The steady state number
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density on site 1 then needs to increase to match the outflux with the influx, as seen in

Fig. 5.4(b). The density at site 2 simultaneously shows a decrease with ✏ in the same

regime, since the influx to site 2 has saturated. The number density at site 2 then needs

to decrease to to maintain a steady current. Finally, the current, Il = i gha†

lal+1 � a
†

l+1ali,

in the link between sites l and l + 1 is given by,

Il = g

Z
d!

2⇡
Re[GK

l,l+1(!)] (5.21)

The current on the link between site 1 and 2 is plotted as a function of ✏ in Fig. 5.4(c) for

two di↵erent values of g = 0.5tB and 0.25tB . The current matches with the Born-Markov

answer obtained through the solution of Redfield equations [192] in the small ✏ limit and

deviates from the master equation result for ✏ � g. At small ✏ , the current in the system is

constrained by exchange of particles between baths and sites of the system . Any particle

that has reached site 1 can be thought to be delocalized to site 2 on a time scale g
�1

with g
�1

<< ✏
�1 in the Markovian limit. For ✏ � g , this is no longer true and steady

state current is constrained by the hopping rate g and becomes almost independent of ✏

for ✏ >> g . This leads to the saturating trends seen in Fig. 5.4(c). The increase of n1 and

decrease of n2 in Fig. 5.4(b) is a consequence of this bottleneck between sites 1 and 2.

We now consider a linear chain of N sites where each site l is connected to an indepen-

dent bath of temperature Tl and chemical potential µl. We focus on the situation where

the baths have a fixed temperature Tl = T and a chemical potential linearly varying with

space i.e µl = µ1 + ⌫(l � 1). Specifically we look at a N = 250 site system with g = 0.5tB,

✏ = 0.2tB, µ1 = �2.25tB and µ250 = �5tB. The density profile in the system shows an

exponential decay with site number on top of a constant value, as seen in a semi-log plot

in Fig. 5.4(d), where the local density is measured with respect to the density at the N
th

site. We plot the density profile for three di↵erent temperatures, T = 0.33tB, 0.5tB, tB. We

find that the decay length scale increases with temperature. The current through the link

between sites l and l + 1, Il, is plotted as function of l in Fig. 5.4(e). The current initially

increases with distance from the boundary, then settles into an exponential decay over a

large range of sites, as seen in the linear graph in the semi-log plot. We plot the current

profile for three di↵erent temperatures, T = 0.17tB, 0.25tB, 0.5tB. Once again we find a

decay length scale increasing with temperature. In Fig. 5.4(f), we plot the decay length
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Figure 5.5: Unequal time current current correlator Ckl(t � t
0) is plotted as a function of

|t � t
0| for (a) N = 2 site model and (b) for a N = 50 site chain with k = 16, 18. Here

each site is connected to a bath. The baths have common temperature T = 0.625tB and
linearly varying µl where µ1 = �2.5tB , µN = �5.0tB , g = 0.5tB. In (a) the blue dots
corresponds to ✏ = 0.1tB while the orange line corresponds to ✏ = 0.9tB. In (b) the blue
dots corresponds to ✏ = 0.4tB while the orange line corresponds to ✏ = 0.9tB. It shows a
short time exponential decay followed by a non-Markovian power law tail ⇠ |t � t

0|�3 in
the long time limit. The power law tail appears at shorter times as ✏ increases.

from the current profile, ⇠, as a function of temperature and show that ⇠ is proportional

to T . In the extreme classical limit, when T ! 1, the system shows a constant current

independent of the link number. The exponential decay and the variation of the decay

length with temperature can be understood from the exact Green’s function for the linear

chain, as shown in Appendix C.2. We have checked that a similar exponential decay is also

seen when the temperature of the baths vary linearly in space while the chemical potential

is kept fixed.

5.5.2 Unequal Time Correlators

The density and current profiles in the open quantum system show important quantitative

traits as a function of the system bath coupling. However they do not provide a smoking-

gun signature of the underlying non-Markovian dynamics. This is provided by the unequal

time density-density or current-current correlator, which shows a long time power law de-

cay with an exponent that is twice the exponent of the power law tail in ⌃ and G. Here

we compute the unequal time current-current correlator , which is given by,
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Ckl(t � t
0) = hIk(t)Il(t0)i = g

2[ G
<
l+1,k(t

0
, t) G

>
k+1,l(t, t

0)

+G
<
l,k+1(t

0
, t) G

>
k,l+1(t, t

0) � (l $ l + 1)]

(5.22)

where G
>(<) = (GK ± (GR � G

A))/2. We note that we have considered here a current-

current correlator symmetrized between the forward and backward contours; however, the

qualitative statements we make are also true for a normal ordered correlator. We first focus

on the 2 site system. In Fig 5.5(a), we plot C1,1(t � t
0), normalized by I

2
1 , as a function

of t � t
0 on a log-log plot. We plot the correlator for two values of ✏: a weak system bath

coupling of ✏ = 0.1tB (blue circles) and a strong system-bath coupling of ✏ = 0.9tB (orange

line). The graphs are obtained for a system with g = 0.5tB, coupled to two baths with

common T1 = 0.625tB and chemical potentials µ1 = �2.5tB and µ2 = �5.0tB. In the

weak coupling limit (✏ = 0.1tB), we see that C1,1(t � t
0) decreases exponentially in time

before crossing over to a power law C1,1(t � t
0) ⇠ |t � t

0|�3 at a very large time ⇠ tB/✏
2.

However, by this time the correlator has decayed by orders of magnitude and the power law

tail may be hard to observe experimentally. Thus, although the behaviour of the system

is not Markovian in the long time limit, experiments may see an e↵ectively Markovian

dynamics. However, at large ✏ ⇠ 0.9tB, the initial exponential dynamics is extremely short

lived and the power law tail in the autocorrelation function should be clearly visible in

the experiments. This observable can hence be used to identify non-Markovian dynamics

in the system and detect the nature of non-analyticity in the corresponding bath spectral

function. Further, one can tune the system dynamics from “quasi” Markovian to non-

Markovian by tuning the system-bath coupling in these OQS.

We now consider the current current correlations in a linear chain of N = 50 sites

coupled to independent baths of fixed temperature and linearly varying chemical potential.

We ignore the boundary regions (where the current is not exponentially decaying ) and

focus on the middle of the chain . In Fig. 5.5(b), we plot the current-current correlator

Cij(t � t
0) as a function of t � t

0 by fixing i = 16 and j = 18 for a system with g = 0.5tB

coupled to baths with µ1 = �2.5tB, µ50 = �5.0tB and T = 0.625tB. The current current
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correlation function is normalized by I16I18 in this case. Once again, we plot Ci,j(t� t
0) for

two values of ✏ : (i) a moderate value of ✏ = 0.4tB (blue dots) where an exponential decay

is followed by a slow decrease |t � t
0|�3 and (ii) a large ✏ = 0.9tB where the exponential

decay is almost invisible and the power law decay dominates. This regime should be easily

observed in experiments.

5.6 Fermionic system coupled to Fermionic baths

The formalism developed in the previous sections for treating a bosonic open quantum

system with non-Markovian dynamics can be easily modified to treat a system of fermions

interacting with fermionic baths. The key features, which make it exactly solvable, are

non-interacting Hamiltonians for the system and bath and a linear system-bath coupling.

As long as these conditions are met, minor changes in the formalism allow us to treat the

fermionic system with similar power law tails obtained for self-energies, Green’s function

and unequal time correlators.

For fermions, the Keldysh field theory is set up in terms of doubled Grassmann fields

 ± and their conjugates  ⇤

±
. The only di↵erence from the bosonic theory is that it is more

convenient to work in terms of  1(2) = [ + ±  �]/
p

2 and  ⇤

1(2) = [ ⇤

+ ⌥  
⇤

�
]/

p
2, which

take care of anti-commutation relations between fermionic fields in a natural way. We

consider a fermionic chain, where each site is coupled to an independent fermionic bath

with its own temperature and chemical potential. The Hamiltonian of the system is given

by equations (5.1,5.2), with a
†

l and B
(l)†
↵ now representing fermionic creation operators.

The Keldysh action for the system is given by,

Ss =
X

l,l0

Z
d! 

†

l (!)

2

4 G
�1R
0 (l, l0,!) G

�1K
0 (!) �l,l0

0 G
�1A
0 (l, l0,!)

3

5 l0(!)

Sb =
X

l,↵

Z
d! ⇠

†(l)
↵ (!)

2

4 ! � ⌦↵ + i⌘ 2i⌘ Fl(⌦↵)

0 ! � ⌦↵ � i⌘

3

5 ⇠(l)↵ (!)

Ssb = �✏
X

l,↵

Z
d! ↵⇠

†(l)
↵ (!) l(!) + h.c. (5.23)

where  †

l =
h
 

⇤(l)
1 , 

⇤(l)
2

i
are the system fields and ⇠†(l)↵ =

h
⇠
⇤(l)
1,↵ , ⇠

⇤(l)
2,↵

i
are the fields for bath
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Figure 5.6: The current current correlator C11(t � t
0) (normalized by I

2
1 ) is plotted for a

two site fermionic system with g = 0.5tB, coupled linearly to two fermionic baths of same
temperature T = 0.625tB and chemical potentials µ1 = �2.5tB and µ2 = �5.0tB. It shows
a short time exponential decay followed by a non-Markovian power law tail ⇠ |t � t

0|�3 in
the long time limit. Power law kernel appears at shorter times as ✏ increases.

degrees of freedom in eigenbasis. The main di↵erence from the bosonic case is the equilib-

rium distribution function of the fermionic baths Fl(⌦↵) = tanh
⇣

⌦↵�µl

2Tl

⌘
. Integrating out

the bath degrees of freedom, we obtain the action for the reduced dynamics of the system,

Soqs =
X

l,l0

Z
d! 

†

l (!)

2

4 G
�1R
0 (l, l0,!) � ⌃R(!) �l,l0 �⌃K

l (!) �l,l0

0 G
�1A
0 (l, l0,!) � ⌃A(!) �l,l0

3

5 l0(!)

(5.24)

where ⌃R(!) is given by equation [5.8], just as in case of bosons, while the Keldysh self

energy ⌃K
l (!) is given by,

⌃K
l (!) = �i✏

2
J(!) tanh

⇣
! � µl

2Tl

⌘
(5.25)

The Keldysh self energy function for the fermionic case can thus be obtained from the

bosonic case by replacing coth
⇣
!�µl

2Tl

⌘
by tanh

⇣
!�µl

2Tl

⌘
, as one would expect due to di↵erent

statistics of particles. With this replacement, all the expression for the Green’s functions

and observables, obtained in section 5.3 , 5.4 and 5.5 for bosonic system, can be used for

the fermionic system as well. We note that, unlike the bosonic case, there is no reason to

place the bath chemical potentials below the band bottom for the fermionic baths. The self-
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energies in real time show similar power law behaviour ⌃R(t�t
0) ⇠ ⌃K

l (t�t
0) ⇠ |t�t

0|� 3
2 for

large time, with the power law originating from the non-analyticities in the bath spectral

function given by equation [5.7]. However, it is harder in this case to give an interpretation

to self-energies, since fermions do not have a classical limit and it is impossible to talk about

a “classical saddle point” for non-interacting fermionic action. We note that the mere

presence of the singularity in the bath spectral function is enough to generate the power

law tail, the singularity does not need to be either close to the spectral gap of the system

or to the chemical potential of the bath. The Green’s functions then inherit this power law

along with an exponential decay, which also gets reflected in the long time behaviour of

density-density auto-correlation function and current-current correlation function, similar

to the bosonic system considered earlier. Working with the 2-site fermionic system, we

plot C1,1(t � t
0) = hI1(t)I1(t0)i, normalized by I

2
1 , as a function of t � t

0 on a log-log plot in

Fig. 5.6 for a system with g = 0.5tB coupled to baths with µ1 = �2.5tB, µ2 = �5.0tB and

T = 0.625tB. The current-current correlator clearly shows an exponential decay followed

by a power law tail ⇠ |t � t
0|�3, as seen in the bosonic system. Once again the power law

dominates the dynamics and leads to large values of the correlators for long t� t
0 at strong

system bath coupling.

We have obtained exact solutions for Green’s functions of 1D non-interacting bosonic

and fermionic chains coupled to independent baths and demonstrated non-Markovian be-

haviour in both systems. An obvious question is how the interaction among system degrees

of freedom, which is inadvertently present in any realistic system, a↵ects the description

we have obtained here. In the next section, we try to answer this question by focusing

on the bosonic system and making mean field approximation to the underlying interaction

terms.

5.7 E↵ect of Interaction

We consider the case of an interacting chain of bosons coupled linearly to independent non-

interacting bosonic baths. In addition to the hopping g, the system bosons are interacting

with each other with a local repulsion U and nearest neighbour repulsion V , i.e. We add

105



CHAPTER 5. DYNAMICS OF MANY BODY NON-MARKOVIAN OPEN
QUANTUM SYSTEM

to the Hamiltonian given by equation [5.1], a term

Hint = U

X

i

n̂i(n̂i � 1) + V

X

i

n̂in̂i+1, (5.26)

where n̂i = a
†

iai is the density at site i. The bath degrees of freedom can be integrated out

as before to obtain the quadratic dissipative action Soqs ( eqn.[5.5]). This action and its

associated Green’s functions can then be used as a free theory around which we consider the

e↵ects of interactions. The Keldysh action corresponding to the inter-particle interaction

is given by [95],

Sint = �U

2

X

l

Z
dt�

⇤(l)
cl (t)�(l)

cl (t)�⇤(l)
cl (t)�(l)

q (t)

� V

2

X

l

Z
dt�

⇤(l)
cl (t)�(l)

cl (t)�⇤(l±1)
cl (t)�(l±1)

q (t) + h.c + cl $ q. (5.27)

We consider the e↵ect of this interaction on the Green’s functions within mean field

theory. This is equivalent to considering the one-loop corrections to the self energy, shown

in Fig. 5.7 (a) and (b) for the Keldysh and retarded self-energies. Note that the Keldysh

self energy correction vanishes because G
R(t, t)+G

A(t, t) = 0 [55]. The corrections to self-

energy, ⌃R induced by the interaction term are given by, ⌃I
ii = Uni,i + (V/2)ni±1,i±1 � U ,

and ⌃I
i,i+1 = (V/2)(ni,i+1), where nij = i

R
(d!/2⇡) G

K
i,j(!). The retarded self-energy due

to inter-particle interaction change the retarded Green’s functions obtained from (G�1R
l,l0 �

⌃I
l,l0)

�1 where G
�1R already includes self-energies induced by the bath. These retarded

Green’s functions in turn change G
K through G

K = G
R⌃K

G
A where ⌃K is the Keldysh

self-energy induced by the bath (the interaction contribution to it is zero, as shown above).

The Keldysh Green’s function used in calculating the retarded self-energy shown in Fig.

5.7 (b) is this renormalized G
K , obtained self-consistently. Hence, this completes a self-

consistency loop. The mean field approximation is then equivalent to resummation of

particular set of loop diagrams. From an equation of motion perspective, this is also

equivalent to solving stochastic Gross-Pitaevskii equation [205].

A key question we want to answer is how does the interaction a↵ect the non-Markovian

dynamics? We have seen earlier that the Green’s functions and unequal time observables

106



5.7. EFFECT OF INTERACTION
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Figure 5.7: (a) and (b): Feynman diagrams corresponding to (a) Keldysh and (b) Re-
tarded self energy due to interparticle interactions in a two site bosonic system coupled
to external bath in the mean field approximation. The correction to Keldysh self energy
vanishes. The loop propagator in (b) is the self consistent Keldysh Green’s function. (c)
The real part of the local Keldysh Green’s function G

K
11(t, t

0) for a two site bosonic system
coupled to two baths plotted as a function of t � t

0 in a semi-log plot. In both cases the
bath temperature T = 0.625tB and chemical potentials µ1 = �2.5tB and µ2 = �5.0tB.
The systems have a hopping g = 0.5tB and system-bath coupling ✏ = 0.2tB. The orange
line is for a non-interacting system, while the blue circles are for an interacting system
with U = 0.75tB and V = 0.6tB. The interaction increases the crossover scale, but does
not eliminate the power law tail.

for non-interacting systems show a pattern of exponential decay at short times, which

crosses over to power law tail with exponent fixed by the nature of the non-analyticity in

the bath spectral function. We can then ask if the power law tail survives in the interacting

system, and, if it survives, whether the crossover time scale increases or decreases with the

interaction strength.

In order to gain analytic insight into the problem, we once again consider the case of a

chain with 2-sites. In this case, ⌃I
11 = Un11 + (V/2)n22 � U , ⌃I

22 = Un22 + (V/2)n11 � U
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and ⌃I
12 = (V/2)n12. The retarded Green’s function is then given by

G
R(!) =

1

Q(!)

2

4 ! � ⌃R � ⌃I
22 �g + ⌃I

12

�g + ⌃⇤I
12 ! � ⌃R � ⌃I

11

3

5 (5.28)

where Q(!) = [! � ⌃R � ⌃I
11][! � ⌃R � ⌃I

22] � |⌃I
12 � g|2. Considering the denominator

of the equation [5.28], we find that the poles of the Green’s function are shifted from z0

in the non-interacting case to z±, where z± is obtained from z0 (given in eqn.[5.19]) by

replacing g with c± = a ±
p

b2 + |g̃|2. Here a(b) = (⌃I
11 ± ⌃I

22)/2, and g̃ = �g + ⌃I
12. The

interaction induced self-energy splits the single pole of the non-interacting case into two.

Using the fact that a = (U + V/2)(n1 + n2) + V/2, where n1(2) are the densities at site

1(2), one can show that a > 0, and hence c+ > g, for small ⌃12. We have checked that ⌃I
12

is not large enough to change this argument for a wide range of U and V (see Appendix

C.3 for details). Comparing z+ and z0, we then see that z+ has a smaller imaginary part

compared to z0. This leads to an exponential decay slower than the non-interacting case.

The power law tail survives (in fact it can be shown to survive to all orders in perturbation

theory), but the crossover scale is further pushed out because of the slower exponential

decay. In Fig. 5.7(c), we plot the real part of the Keldysh Green’s function G
K
1,1 of the

two site system with the same non-interacting parameters g = 0.5tB, ✏ = 0.2tB, bath

temperature T = 0.625tB, µ1 = �2.5tB, µ2 = �5.0tB for two cases in a semi log plot : (i)

the non-interacting case plotted with orange lines and (ii) the interacting system plotted

with blue circles for U = 0.75tB and V = 0.6tB. We clearly see that crossover to the power

law tail is pushed out to larger values of |t � t
0| for the interacting case. In Appendix C.3,

we have shown how the crossover timescale changes with U and V for a range of interaction

strengths.

The fact that the exponential decay is slowed down in presence of the interaction seems

odd, given our expectation of faster decay due to scattering events. This is due to the

fact that the mean field theory misses processes leading to redistribution of energy, which

contributes at two loops or higher order. The one-loop corrections lead to the dressing

of the 1 particle Green’s function (to form quasi particles) without leading to additional

energy relaxations. Thus, although the mean field theory is non-perturbative in interaction

strength, we expect that at larger interaction strengths, additional process may increase
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the rate of exponential decay of the Green’s function, thus pulling back the timescale for

crossover from “quasi” Markovian to non-Markovian dynamics in the system.

So far in this chapter, we have studied the steady state dynamics of the non-Markovian

OQS. In the next section, we turn our attention to the transient dynamics of the OQS

and develop an extension of the Keldysh field theory formalism discussed in chapter 3 to

include arbitrary athermal initial conditions in the open quantum dynamics.

5.8 Dynamics Starting from Arbitrary Initial Conditions

The initial preparation protocol of an OQS crucially governs its subsequent dynamics while

the dissipation and stochastic fluctuations coming from the bath try to erase the initial

memory in the long time dynamics leading to thermalization of the system. Hence, to

study the e↵ects of non-trivial initial conditions in the transient dynamics of the OQS, we

need to develop a non-equilibrium field-theoretic formalism for an open quantum system

which can include arbitrary initial conditions explicitly. In this section, we extend the

new non-equilibrium field theory formalism formalism, developed in chapter 3, to study

the transient dynamics of many particle open quantum systems starting from arbitrary

athermal initial conditions. We will then work out examples of a Bosonic and a Fermionic

non-Markovian OQS undergoing non-unitary dynamics starting from di↵erent non-trivial

initial density matrices.

Continuing our discussions on non-interacting OQS, we assume that both Hs and Hb

are non-interacting Hamiltonians, whereas the system bath coupling Hsb is linear in both

the bath and system degrees of freedom, so that the combined system can be represented

by a Gaussian theory. We will assume that the system bath coupling Hsb is turned on

through an infinitely rapid quench at t = 0 which breaks the time-translation invariance

of the full problem. At t = 0, the density matrix of the combined system, ⇢̂0 = ⇢̂0S ⌦ ⇢̂
l
0B,

where ⇢̂0S is an arbitrary density matrix of the system, which will be encoded by using

an initial bilinear source û, similar to one discussed in chapter 3. Here ⇢̂l0B is a thermal

density matrix for the l
th bath with temperature Tl and chemical potential µl.

We will also assume that while the coupling to the baths changes the system dynamics

for t > 0, the baths themselves are not a↵ected by the presence of the system. The bath

Green’s functions are then time-translation invariant and are given by the thermal Green’s
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functions. These can be evaluated either by using standard infinitesimal regularization [55]

or by using an initial source field for the baths and setting them to their thermal value.

For t > 0, we trace out the bath degrees of freedom and study the e↵ective action of

the system. Since the bath is non-interacting and the couplings are linear, this produces

only quadratic terms in the e↵ective action of the OQS, which can be written in the form

of retarded and Keldysh self energies, ⌃R and ⌃K respectively. Since the bath Green’s

functions are time translation invariant, it is easy to see that the self energies have the

following structure,

⌃R/K(t, t0) = ⇥(t)⇥(t0)

Z
d!

2⇡
⌃R/K(!)ei!t

where ⌃R/K(!) are given by Eq. 5.8. The Dyson equation for the retarded Green’s function

can be solved to get

G
R(t, t0) = G

R
O(t � t

0) for t, t
0
> 0

= G
R
O(t)GR

0 (�t
0) for t > 0, t

0
< 0

= G
R
0 (t � t

0) for t, t
0
< 0

where G0 is the Green’s function for the closed system decoupled from the bath (see Eq.

5.3) [48] and

G
R
O(t � t

0) = i

Z
d!

⇡
e
i!tIm[G�1R

0 (!) � ⌃R(!)]�1
. (5.29)

We note that the retarded Green’s function of the OQS is still independent of the source û

and hence represents the physical retarded Green’s function, which is independent of ⇢̂0S.

In this case, G
R
O(↵, t; �, t0) = G

R
O(↵, �, t � t

0). Note that we have suppressed the quantum

number indices for brevity in Eq. 5.29. The information of ⇢̂0S is carried by the physical

Keldysh correlation function,

GK
O⇢0(↵, t; �, t

0) = �i

X

��

G
R
O(↵, t; �, 0)[��� + 2⇣ha†

�a�i0]GA
O(�, 0; �, t

0)

+

Z t

0

dt1

Z t0

0

dt2

X

�

G
R
O(↵, �, t � t1)⌃

K
� (t1 � t2)G

A
O(�, �, t2 � t

0)

(5.30)
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<latexit sha1_base64="ZHiPFalhJAM/MKSDnglz0mcp5Qs=">AAAB6HicbZC7SwNBEMbn4ivGV9TSZjEIVuHORhsxaGOZgHlAcoS9zVyyZm/v2N0TwhGwt7FQxNZ/xt7O/8bNo9DEDxZ+fN8MOzNBIrg2rvvt5FZW19Y38puFre2d3b3i/kFDx6liWGexiFUroBoFl1g33AhsJQppFAhsBsObSd58QKV5LO/MKEE/on3JQ86osVZNdIslt+xORZbBm0Pp6rNw+QgA1W7xq9OLWRqhNExQrduemxg/o8pwJnBc6KQaE8qGtI9ti5JGqP1sOuiYnFinR8JY2ScNmbq/OzIaaT2KAlsZUTPQi9nE/C9rpya88DMuk9SgZLOPwlQQE5PJ1qTHFTIjRhYoU9zOStiAKsqMvU3BHsFbXHkZGmdlz3LNLVWuYaY8HMExnIIH51CBW6hCHRggPMELvDr3zrPz5rzPSnPOvOcQ/sj5+AFCEo65</latexit><latexit sha1_base64="NaB4+42k+lnWTkK9Px8QJrv1fiU=">AAAB6HicbZC7SgNBFIbPeo3rLWppMxgEq7Bro40YtLFMwFwgCWF2cjYZMzu7zMwKYckT2FgoYqsPY28jvo2TS6GJPwx8/P85zDknSATXxvO+naXlldW19dyGu7m1vbOb39uv6ThVDKssFrFqBFSj4BKrhhuBjUQhjQKB9WBwPc7r96g0j+WtGSbYjmhP8pAzaqxVEZ18wSt6E5FF8GdQuPxwL5L3L7fcyX+2ujFLI5SGCap10/cS086oMpwJHLmtVGNC2YD2sGlR0gh1O5sMOiLH1umSMFb2SUMm7u+OjEZaD6PAVkbU9PV8Njb/y5qpCc/bGZdJalCy6UdhKoiJyXhr0uUKmRFDC5QpbmclrE8VZcbexrVH8OdXXoTaadG3XPEKpSuYKgeHcAQn4MMZlOAGylAFBggP8ATPzp3z6Lw4r9PSJWfWcwB/5Lz9ADOhkC0=</latexit><latexit sha1_base64="NaB4+42k+lnWTkK9Px8QJrv1fiU=">AAAB6HicbZC7SgNBFIbPeo3rLWppMxgEq7Bro40YtLFMwFwgCWF2cjYZMzu7zMwKYckT2FgoYqsPY28jvo2TS6GJPwx8/P85zDknSATXxvO+naXlldW19dyGu7m1vbOb39uv6ThVDKssFrFqBFSj4BKrhhuBjUQhjQKB9WBwPc7r96g0j+WtGSbYjmhP8pAzaqxVEZ18wSt6E5FF8GdQuPxwL5L3L7fcyX+2ujFLI5SGCap10/cS086oMpwJHLmtVGNC2YD2sGlR0gh1O5sMOiLH1umSMFb2SUMm7u+OjEZaD6PAVkbU9PV8Njb/y5qpCc/bGZdJalCy6UdhKoiJyXhr0uUKmRFDC5QpbmclrE8VZcbexrVH8OdXXoTaadG3XPEKpSuYKgeHcAQn4MMZlOAGylAFBggP8ATPzp3z6Lw4r9PSJWfWcwB/5Lz9ADOhkC0=</latexit><latexit sha1_base64="CopusGf1QyzbXiwx0Vs5TjGO4CI=">AAAB6HicbZBNT8JAEIan+IX4hXr0spGYeCKtFz0SvXiExAIJNGS7TGFlu212tyak4Rd48aAxXv1J3vw3LtCDgm+yyZN3ZrIzb5gKro3rfjuljc2t7Z3ybmVv/+DwqHp80tZJphj6LBGJ6oZUo+ASfcONwG6qkMahwE44uZvXO0+oNE/kg5mmGMR0JHnEGTXWaolBtebW3YXIOngF1KBQc1D96g8TlsUoDRNU657npibIqTKcCZxV+pnGlLIJHWHPoqQx6iBfLDojF9YZkihR9klDFu7viZzGWk/j0HbG1Iz1am1u/lfrZSa6CXIu08ygZMuPokwQk5D51WTIFTIjphYoU9zuStiYKsqMzaZiQ/BWT16H9lXds9xya43bIo4ynME5XIIH19CAe2iCDwwQnuEV3pxH58V5dz6WrSWnmDmFP3I+fwDSy4zs</latexit>

t
<latexit sha1_base64="wsJU5ViOPixYFF3HTdl+vM3Vknw=">AAAB6HicbZC7SwNBEMbn4ivGV9TSZjEIVuHORhsxaGOZgHlAcoS9zV6yZm/v2J0TwhGwt7FQxNZ/xt7O/8bNo9DEDxZ+fN8MOzNBIoVB1/12ciura+sb+c3C1vbO7l5x/6Bh4lQzXmexjHUroIZLoXgdBUreSjSnUSB5MxjeTPLmA9dGxOoORwn3I9pXIhSMorVq2C2W3LI7FVkGbw6lq8/C5SMAVLvFr04vZmnEFTJJjWl7boJ+RjUKJvm40EkNTygb0j5vW1Q04sbPpoOOyYl1eiSMtX0KydT93ZHRyJhRFNjKiOLALGYT87+snWJ44WdCJSlyxWYfhakkGJPJ1qQnNGcoRxYo08LOStiAasrQ3qZgj+AtrrwMjbOyZ7nmlirXMFMejuAYTsGDc6jALVShDgw4PMELvDr3zrPz5rzPSnPOvOcQ/sj5+AFOMo7B</latexit><latexit sha1_base64="/rIU2NI623UQfeTNEJGTR7mASLA=">AAAB6HicbZC7SgNBFIbPeo3rLWppMxgEq7Bro40YtLFMwFwgCWF2MpuMmZ1dZs4KYckT2FgoYqsPY28jvo2TS6GJPwx8/P85zDknSKQw6HnfztLyyuraem7D3dza3tnN7+3XTJxqxqsslrFuBNRwKRSvokDJG4nmNAokrweD63Fev+faiFjd4jDh7Yj2lAgFo2itCnbyBa/oTUQWwZ9B4fLDvUjev9xyJ//Z6sYsjbhCJqkxTd9LsJ1RjYJJPnJbqeEJZQPa402LikbctLPJoCNybJ0uCWNtn0IycX93ZDQyZhgFtjKi2Dfz2dj8L2umGJ63M6GSFLli04/CVBKMyXhr0hWaM5RDC5RpYWclrE81ZWhv49oj+PMrL0LttOhbrniF0hVMlYNDOIIT8OEMSnADZagCAw4P8ATPzp3z6Lw4r9PSJWfWcwB/5Lz9AD/BkDU=</latexit><latexit sha1_base64="/rIU2NI623UQfeTNEJGTR7mASLA=">AAAB6HicbZC7SgNBFIbPeo3rLWppMxgEq7Bro40YtLFMwFwgCWF2MpuMmZ1dZs4KYckT2FgoYqsPY28jvo2TS6GJPwx8/P85zDknSKQw6HnfztLyyuraem7D3dza3tnN7+3XTJxqxqsslrFuBNRwKRSvokDJG4nmNAokrweD63Fev+faiFjd4jDh7Yj2lAgFo2itCnbyBa/oTUQWwZ9B4fLDvUjev9xyJ//Z6sYsjbhCJqkxTd9LsJ1RjYJJPnJbqeEJZQPa402LikbctLPJoCNybJ0uCWNtn0IycX93ZDQyZhgFtjKi2Dfz2dj8L2umGJ63M6GSFLli04/CVBKMyXhr0hWaM5RDC5RpYWclrE81ZWhv49oj+PMrL0LttOhbrniF0hVMlYNDOIIT8OEMSnADZagCAw4P8ATPzp3z6Lw4r9PSJWfWcwB/5Lz9AD/BkDU=</latexit><latexit sha1_base64="DzF5koUpPwIvXkf31NeVijvAmQI=">AAAB6HicbZA9SwNBEIbn4leMX1FLm8UgWIU7Gy2DNpYJmA9IjrC3mUvW7H2wOyeEkF9gY6GIrT/Jzn/jJrlCE19YeHhnhp15g1RJQ6777RQ2Nre2d4q7pb39g8Oj8vFJyySZFtgUiUp0J+AGlYyxSZIUdlKNPAoUtoPx3bzefkJtZBI/0CRFP+LDWIZScLJWg/rlilt1F2Lr4OVQgVz1fvmrN0hEFmFMQnFjup6bkj/lmqRQOCv1MoMpF2M+xK7FmEdo/Oli0Rm7sM6AhYm2Lya2cH9PTHlkzCQKbGfEaWRWa3Pzv1o3o/DGn8o4zQhjsfwozBSjhM2vZgOpUZCaWOBCS7srEyOuuSCbTcmG4K2evA6tq6pnueFWard5HEU4g3O4BA+uoQb3UIcmCEB4hld4cx6dF+fd+Vi2Fpx85hT+yPn8Ad7rjPQ=</latexit>

(c)
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l
<latexit sha1_base64="ZHiPFalhJAM/MKSDnglz0mcp5Qs=">AAAB6HicbZC7SwNBEMbn4ivGV9TSZjEIVuHORhsxaGOZgHlAcoS9zVyyZm/v2N0TwhGwt7FQxNZ/xt7O/8bNo9DEDxZ+fN8MOzNBIrg2rvvt5FZW19Y38puFre2d3b3i/kFDx6liWGexiFUroBoFl1g33AhsJQppFAhsBsObSd58QKV5LO/MKEE/on3JQ86osVZNdIslt+xORZbBm0Pp6rNw+QgA1W7xq9OLWRqhNExQrduemxg/o8pwJnBc6KQaE8qGtI9ti5JGqP1sOuiYnFinR8JY2ScNmbq/OzIaaT2KAlsZUTPQi9nE/C9rpya88DMuk9SgZLOPwlQQE5PJ1qTHFTIjRhYoU9zOStiAKsqMvU3BHsFbXHkZGmdlz3LNLVWuYaY8HMExnIIH51CBW6hCHRggPMELvDr3zrPz5rzPSnPOvOcQ/sj5+AFCEo65</latexit><latexit sha1_base64="NaB4+42k+lnWTkK9Px8QJrv1fiU=">AAAB6HicbZC7SgNBFIbPeo3rLWppMxgEq7Bro40YtLFMwFwgCWF2cjYZMzu7zMwKYckT2FgoYqsPY28jvo2TS6GJPwx8/P85zDknSATXxvO+naXlldW19dyGu7m1vbOb39uv6ThVDKssFrFqBFSj4BKrhhuBjUQhjQKB9WBwPc7r96g0j+WtGSbYjmhP8pAzaqxVEZ18wSt6E5FF8GdQuPxwL5L3L7fcyX+2ujFLI5SGCap10/cS086oMpwJHLmtVGNC2YD2sGlR0gh1O5sMOiLH1umSMFb2SUMm7u+OjEZaD6PAVkbU9PV8Njb/y5qpCc/bGZdJalCy6UdhKoiJyXhr0uUKmRFDC5QpbmclrE8VZcbexrVH8OdXXoTaadG3XPEKpSuYKgeHcAQn4MMZlOAGylAFBggP8ATPzp3z6Lw4r9PSJWfWcwB/5Lz9ADOhkC0=</latexit><latexit sha1_base64="NaB4+42k+lnWTkK9Px8QJrv1fiU=">AAAB6HicbZC7SgNBFIbPeo3rLWppMxgEq7Bro40YtLFMwFwgCWF2cjYZMzu7zMwKYckT2FgoYqsPY28jvo2TS6GJPwx8/P85zDknSATXxvO+naXlldW19dyGu7m1vbOb39uv6ThVDKssFrFqBFSj4BKrhhuBjUQhjQKB9WBwPc7r96g0j+WtGSbYjmhP8pAzaqxVEZ18wSt6E5FF8GdQuPxwL5L3L7fcyX+2ujFLI5SGCap10/cS086oMpwJHLmtVGNC2YD2sGlR0gh1O5sMOiLH1umSMFb2SUMm7u+OjEZaD6PAVkbU9PV8Njb/y5qpCc/bGZdJalCy6UdhKoiJyXhr0uUKmRFDC5QpbmclrE8VZcbexrVH8OdXXoTaadG3XPEKpSuYKgeHcAQn4MMZlOAGylAFBggP8ATPzp3z6Lw4r9PSJWfWcwB/5Lz9ADOhkC0=</latexit><latexit sha1_base64="CopusGf1QyzbXiwx0Vs5TjGO4CI=">AAAB6HicbZBNT8JAEIan+IX4hXr0spGYeCKtFz0SvXiExAIJNGS7TGFlu212tyak4Rd48aAxXv1J3vw3LtCDgm+yyZN3ZrIzb5gKro3rfjuljc2t7Z3ybmVv/+DwqHp80tZJphj6LBGJ6oZUo+ASfcONwG6qkMahwE44uZvXO0+oNE/kg5mmGMR0JHnEGTXWaolBtebW3YXIOngF1KBQc1D96g8TlsUoDRNU657npibIqTKcCZxV+pnGlLIJHWHPoqQx6iBfLDojF9YZkihR9klDFu7viZzGWk/j0HbG1Iz1am1u/lfrZSa6CXIu08ygZMuPokwQk5D51WTIFTIjphYoU9zuStiYKsqMzaZiQ/BWT16H9lXds9xya43bIo4ynME5XIIH19CAe2iCDwwQnuEV3pxH58V5dz6WrSWnmDmFP3I+fwDSy4zs</latexit>
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<latexit sha1_base64="wsJU5ViOPixYFF3HTdl+vM3Vknw=">AAAB6HicbZC7SwNBEMbn4ivGV9TSZjEIVuHORhsxaGOZgHlAcoS9zV6yZm/v2J0TwhGwt7FQxNZ/xt7O/8bNo9DEDxZ+fN8MOzNBIoVB1/12ciura+sb+c3C1vbO7l5x/6Bh4lQzXmexjHUroIZLoXgdBUreSjSnUSB5MxjeTPLmA9dGxOoORwn3I9pXIhSMorVq2C2W3LI7FVkGbw6lq8/C5SMAVLvFr04vZmnEFTJJjWl7boJ+RjUKJvm40EkNTygb0j5vW1Q04sbPpoOOyYl1eiSMtX0KydT93ZHRyJhRFNjKiOLALGYT87+snWJ44WdCJSlyxWYfhakkGJPJ1qQnNGcoRxYo08LOStiAasrQ3qZgj+AtrrwMjbOyZ7nmlirXMFMejuAYTsGDc6jALVShDgw4PMELvDr3zrPz5rzPSnPOvOcQ/sj5+AFOMo7B</latexit><latexit sha1_base64="/rIU2NI623UQfeTNEJGTR7mASLA=">AAAB6HicbZC7SgNBFIbPeo3rLWppMxgEq7Bro40YtLFMwFwgCWF2MpuMmZ1dZs4KYckT2FgoYqsPY28jvo2TS6GJPwx8/P85zDknSKQw6HnfztLyyuraem7D3dza3tnN7+3XTJxqxqsslrFuBNRwKRSvokDJG4nmNAokrweD63Fev+faiFjd4jDh7Yj2lAgFo2itCnbyBa/oTUQWwZ9B4fLDvUjev9xyJ//Z6sYsjbhCJqkxTd9LsJ1RjYJJPnJbqeEJZQPa402LikbctLPJoCNybJ0uCWNtn0IycX93ZDQyZhgFtjKi2Dfz2dj8L2umGJ63M6GSFLli04/CVBKMyXhr0hWaM5RDC5RpYWclrE81ZWhv49oj+PMrL0LttOhbrniF0hVMlYNDOIIT8OEMSnADZagCAw4P8ATPzp3z6Lw4r9PSJWfWcwB/5Lz9AD/BkDU=</latexit><latexit sha1_base64="/rIU2NI623UQfeTNEJGTR7mASLA=">AAAB6HicbZC7SgNBFIbPeo3rLWppMxgEq7Bro40YtLFMwFwgCWF2MpuMmZ1dZs4KYckT2FgoYqsPY28jvo2TS6GJPwx8/P85zDknSKQw6HnfztLyyuraem7D3dza3tnN7+3XTJxqxqsslrFuBNRwKRSvokDJG4nmNAokrweD63Fev+faiFjd4jDh7Yj2lAgFo2itCnbyBa/oTUQWwZ9B4fLDvUjev9xyJ//Z6sYsjbhCJqkxTd9LsJ1RjYJJPnJbqeEJZQPa402LikbctLPJoCNybJ0uCWNtn0IycX93ZDQyZhgFtjKi2Dfz2dj8L2umGJ63M6GSFLli04/CVBKMyXhr0hWaM5RDC5RpYWclrE81ZWhv49oj+PMrL0LttOhbrniF0hVMlYNDOIIT8OEMSnADZagCAw4P8ATPzp3z6Lw4r9PSJWfWcwB/5Lz9AD/BkDU=</latexit><latexit sha1_base64="DzF5koUpPwIvXkf31NeVijvAmQI=">AAAB6HicbZA9SwNBEIbn4leMX1FLm8UgWIU7Gy2DNpYJmA9IjrC3mUvW7H2wOyeEkF9gY6GIrT/Jzn/jJrlCE19YeHhnhp15g1RJQ6777RQ2Nre2d4q7pb39g8Oj8vFJyySZFtgUiUp0J+AGlYyxSZIUdlKNPAoUtoPx3bzefkJtZBI/0CRFP+LDWIZScLJWg/rlilt1F2Lr4OVQgVz1fvmrN0hEFmFMQnFjup6bkj/lmqRQOCv1MoMpF2M+xK7FmEdo/Oli0Rm7sM6AhYm2Lya2cH9PTHlkzCQKbGfEaWRWa3Pzv1o3o/DGn8o4zQhjsfwozBSjhM2vZgOpUZCaWOBCS7srEyOuuSCbTcmG4K2evA6tq6pnueFWard5HEU4g3O4BA+uoQb3UIcmCEB4hld4cx6dF+fd+Vi2Fpx85hT+yPn8Ad7rjPQ=</latexit>

(d)

Il
<latexit sha1_base64="qyKWHpyvH6X+QXgWmIzf57wIcpI=">AAAB6nicbZC7SgNBFIbPxluMt6hgYzMYBKuwa6Nl0Ea7BM0FkiXOTs4mQ2Znl5lZISx5BBsLRWx9Ijsbn8XJpdDEHwY+/nMOc84fJIJr47pfTm5ldW19I79Z2Nre2d0r7h80dJwqhnUWi1i1AqpRcIl1w43AVqKQRoHAZjC8ntSbj6g0j+W9GSXoR7QvecgZNda6u+2KbrHklt2pyDJ4cyhVjmrfDwBQ7RY/O72YpRFKwwTVuu25ifEzqgxnAseFTqoxoWxI+9i2KGmE2s+mq47JqXV6JIyVfdKQqft7IqOR1qMosJ0RNQO9WJuY/9XaqQkv/YzLJDUo2eyjMBXExGRyN+lxhcyIkQXKFLe7EjagijJj0ynYELzFk5ehcV72LNdsGlcwUx6O4QTOwIMLqMANVKEODPrwBC/w6gjn2Xlz3metOWc+cwh/5Hz8AKrcj40=</latexit><latexit sha1_base64="TKOHhHaLTPPe1lGh/UkX5sxcedE=">AAAB6nicbZC7SgNBFIbPxluMt6hgYzMYBKuwa6NliI12CZoLJEuYnZxNhszOLjOzQgh5BBsLRWxtfQufwM7GZ3FyKTTxh4GP/5zDnPMHieDauO6Xk1lZXVvfyG7mtrZ3dvfy+wd1HaeKYY3FIlbNgGoUXGLNcCOwmSikUSCwEQyuJvXGPSrNY3lnhgn6Ee1JHnJGjbVubzqiky+4RXcqsgzeHAqlo+o3fy9/VDr5z3Y3ZmmE0jBBtW55bmL8EVWGM4HjXDvVmFA2oD1sWZQ0Qu2PpquOyal1uiSMlX3SkKn7e2JEI62HUWA7I2r6erE2Mf+rtVITXvojLpPUoGSzj8JUEBOTyd2kyxUyI4YWKFPc7kpYnyrKjE0nZ0PwFk9ehvp50bNctWmUYaYsHMMJnIEHF1CCa6hADRj04AGe4NkRzqPz4rzOWjPOfOYQ/sh5+wH8HZFJ</latexit><latexit sha1_base64="TKOHhHaLTPPe1lGh/UkX5sxcedE=">AAAB6nicbZC7SgNBFIbPxluMt6hgYzMYBKuwa6NliI12CZoLJEuYnZxNhszOLjOzQgh5BBsLRWxtfQufwM7GZ3FyKTTxh4GP/5zDnPMHieDauO6Xk1lZXVvfyG7mtrZ3dvfy+wd1HaeKYY3FIlbNgGoUXGLNcCOwmSikUSCwEQyuJvXGPSrNY3lnhgn6Ee1JHnJGjbVubzqiky+4RXcqsgzeHAqlo+o3fy9/VDr5z3Y3ZmmE0jBBtW55bmL8EVWGM4HjXDvVmFA2oD1sWZQ0Qu2PpquOyal1uiSMlX3SkKn7e2JEI62HUWA7I2r6erE2Mf+rtVITXvojLpPUoGSzj8JUEBOTyd2kyxUyI4YWKFPc7kpYnyrKjE0nZ0PwFk9ehvp50bNctWmUYaYsHMMJnIEHF1CCa6hADRj04AGe4NkRzqPz4rzOWjPOfOYQ/sh5+wH8HZFJ</latexit><latexit sha1_base64="TKwJUDxNdLH2BeXb3EDgq4qbj7Y=">AAAB6nicbZBNS8NAEIYn9avWr6hHL4tF8FQSL3osetFbRfsBbSib7aZdutmE3YlQQn+CFw+KePUXefPfuG1z0NYXFh7emWFn3jCVwqDnfTultfWNza3ydmVnd2//wD08apkk04w3WSIT3Qmp4VIo3kSBkndSzWkcSt4OxzezevuJayMS9YiTlAcxHSoRCUbRWg93fdl3q17Nm4usgl9AFQo1+u5Xb5CwLOYKmaTGdH0vxSCnGgWTfFrpZYanlI3pkHctKhpzE+TzVafkzDoDEiXaPoVk7v6eyGlszCQObWdMcWSWazPzv1o3w+gqyIVKM+SKLT6KMkkwIbO7yUBozlBOLFCmhd2VsBHVlKFNp2JD8JdPXoXWRc23fO9V69dFHGU4gVM4Bx8uoQ630IAmMBjCM7zCmyOdF+fd+Vi0lpxi5hj+yPn8ARxEjag=</latexit>

-1 0 1 2 3Il
<latexit sha1_base64="qyKWHpyvH6X+QXgWmIzf57wIcpI=">AAAB6nicbZC7SgNBFIbPxluMt6hgYzMYBKuwa6Nl0Ea7BM0FkiXOTs4mQ2Znl5lZISx5BBsLRWx9Ijsbn8XJpdDEHwY+/nMOc84fJIJr47pfTm5ldW19I79Z2Nre2d0r7h80dJwqhnUWi1i1AqpRcIl1w43AVqKQRoHAZjC8ntSbj6g0j+W9GSXoR7QvecgZNda6u+2KbrHklt2pyDJ4cyhVjmrfDwBQ7RY/O72YpRFKwwTVuu25ifEzqgxnAseFTqoxoWxI+9i2KGmE2s+mq47JqXV6JIyVfdKQqft7IqOR1qMosJ0RNQO9WJuY/9XaqQkv/YzLJDUo2eyjMBXExGRyN+lxhcyIkQXKFLe7EjagijJj0ynYELzFk5ehcV72LNdsGlcwUx6O4QTOwIMLqMANVKEODPrwBC/w6gjn2Xlz3metOWc+cwh/5Hz8AKrcj40=</latexit><latexit sha1_base64="TKOHhHaLTPPe1lGh/UkX5sxcedE=">AAAB6nicbZC7SgNBFIbPxluMt6hgYzMYBKuwa6NliI12CZoLJEuYnZxNhszOLjOzQgh5BBsLRWxtfQufwM7GZ3FyKTTxh4GP/5zDnPMHieDauO6Xk1lZXVvfyG7mtrZ3dvfy+wd1HaeKYY3FIlbNgGoUXGLNcCOwmSikUSCwEQyuJvXGPSrNY3lnhgn6Ee1JHnJGjbVubzqiky+4RXcqsgzeHAqlo+o3fy9/VDr5z3Y3ZmmE0jBBtW55bmL8EVWGM4HjXDvVmFA2oD1sWZQ0Qu2PpquOyal1uiSMlX3SkKn7e2JEI62HUWA7I2r6erE2Mf+rtVITXvojLpPUoGSzj8JUEBOTyd2kyxUyI4YWKFPc7kpYnyrKjE0nZ0PwFk9ehvp50bNctWmUYaYsHMMJnIEHF1CCa6hADRj04AGe4NkRzqPz4rzOWjPOfOYQ/sh5+wH8HZFJ</latexit><latexit sha1_base64="TKOHhHaLTPPe1lGh/UkX5sxcedE=">AAAB6nicbZC7SgNBFIbPxluMt6hgYzMYBKuwa6NliI12CZoLJEuYnZxNhszOLjOzQgh5BBsLRWxtfQufwM7GZ3FyKTTxh4GP/5zDnPMHieDauO6Xk1lZXVvfyG7mtrZ3dvfy+wd1HaeKYY3FIlbNgGoUXGLNcCOwmSikUSCwEQyuJvXGPSrNY3lnhgn6Ee1JHnJGjbVubzqiky+4RXcqsgzeHAqlo+o3fy9/VDr5z3Y3ZmmE0jBBtW55bmL8EVWGM4HjXDvVmFA2oD1sWZQ0Qu2PpquOyal1uiSMlX3SkKn7e2JEI62HUWA7I2r6erE2Mf+rtVITXvojLpPUoGSzj8JUEBOTyd2kyxUyI4YWKFPc7kpYnyrKjE0nZ0PwFk9ehvp50bNctWmUYaYsHMMJnIEHF1CCa6hADRj04AGe4NkRzqPz4rzOWjPOfOYQ/sh5+wH8HZFJ</latexit><latexit sha1_base64="TKwJUDxNdLH2BeXb3EDgq4qbj7Y=">AAAB6nicbZBNS8NAEIYn9avWr6hHL4tF8FQSL3osetFbRfsBbSib7aZdutmE3YlQQn+CFw+KePUXefPfuG1z0NYXFh7emWFn3jCVwqDnfTultfWNza3ydmVnd2//wD08apkk04w3WSIT3Qmp4VIo3kSBkndSzWkcSt4OxzezevuJayMS9YiTlAcxHSoRCUbRWg93fdl3q17Nm4usgl9AFQo1+u5Xb5CwLOYKmaTGdH0vxSCnGgWTfFrpZYanlI3pkHctKhpzE+TzVafkzDoDEiXaPoVk7v6eyGlszCQObWdMcWSWazPzv1o3w+gqyIVKM+SKLT6KMkkwIbO7yUBozlBOLFCmhd2VsBHVlKFNp2JD8JdPXoXWRc23fO9V69dFHGU4gVM4Bx8uoQ630IAmMBjCM7zCmyOdF+fd+Vi0lpxi5hj+yPn8ARxEjag=</latexit>
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Figure 5.8: Evolution of a linear chain of Bosons, starting from a Fock state. Each
site l is connected to a bath with temperature T = g and chemical potential µl, where
µl = µ1 + ⌫(l � 1) with µ1 = �4.05g and ⌫ = 0.75g. Here g is the tunneling amplitude
in the linear chain. (a) The initial Fock state in a N = 9 site system where the l

th site is
occupied by l particles. Each circle represents a particle. (b) The same Fock state with the
origin shifted to the central site and local densities defined in terms of their deviations from
the occupation of the central site, i.e 5. The filled red circles indicate positive deviations
while empty red circles indicate negative deviations. In terms of the deviations, the initial
profile is anti-symmetric under reflection about the central site. (c) Color-plot of density,
nl(t) and (d) current, Il(t) in the system as a function of site (link) number and time in
under-damped regime with system bath coupling ✏ = 0.35g. The density profile executes a
see-saw motion keeping the density of the central site almost constant at short times. The
current shows a maximum at the center at short times. At long times, system settles to
a density profile decreasing from left to right, governed by the chemical potential gradient
in the baths. We use g = 1 to set the unit of time, t and l is measured in units of lattice
spacing.

where we have reinstated the quantum number of the modes and ⇣ = ± for Bosons

(Fermions). ha†

�a�i0 represents the initial correlator calculated in ⇢̂0S. We note that the

first term carries information about initial condition and is not a function of (t� t
0). This,

along with integration limits in the second term break the time translation invariance of

the physical observables.

We now illustrate the potency of this formalism by studying the dynamics of current

and density profiles in Fermionic/ Bosonic OQS initialized to specific ⇢̂0S. We consider

the microscopic model of a non-Markovian OQS given in Eq. 5.1 where the e↵ects of the
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external bath are included through the bath spectral function, given in Eq. 5.7. The

motivation for choosing this model is two-fold: (i) to show that our formalism can easily

treat non-Markovian dynamics of OQS and (ii) this is an ideal case to study the e↵ects of

the initial condition, since the system retains memories over long timescales.

In this case [49], ⌃R(!) is obtained from Eq. 5.18 while G
R
O(↵, �,!) is given in Eq. 5.14.

From these analytical solutions, we obtain the retarded Green’s functions in time domain

by performing the integral in Eq. 5.29. Finally, the physical Keldysh Green’s functions are

obtained by plugging G
R
O(↵, �, t � t

0) and ⌃K
↵ (t � t

0) back in eqn. 5.30.

The inherent non-Markovianness of the model is manifested as power law kernels, ⇠

(t � t
0)�3/2 in ⌃R(t � t

0) and ⌃K
↵ (t � t

0). This leads to an initial exponential decay in

G
R
O(↵, �, t � t

0), followed by a long time power law tail ⇠ (t � t
0)�3/2, appearing at a time

scale ⇠ tB/✏
2, which have been explored in great details in previous sections.

We now apply this formalism to study the transient quantum transport in the non-

Markovian OQS. We first consider a linear chain of Bosons of N = 9 sites. The system is

initialized in a Fock state where the first site has 1 particle, the second site has 2 particles

etc,. the l
th site has l particles, as shown in Fig. 5.8 (a). This creates a positive density

gradient from left to right in the initial state. We couple each site to a bath, with the

chemical potential µl = µ1 + ⌫(l � 1), keeping the temperature same for all baths. The

chemical potential is set up in such a way that in the steady state, the system will have

a positive density gradient from right to left, thus ensuring a non-trivial dynamics in this

OQS. We choose the system bath coupling strength to be in the under-damped regime, i.e.

✏/g = 0.35 < 1, so that we can study the interesting transient quantum dynamics of the

OQS. The other parameters are chosen to be tB = 2g, Tl = g, µ1 = �4.05g and ⌫ = 0.75g.

The time-dependent density at site l and the current on the link between the sites l

and l + 1 sites are given by,

nl(t) = ⇣
1

2
[iGK

O⇢0(l, t, l, t) � 1] , Il(t) = g Re[GK
O⇢0(l, t, l + 1, t)], (5.31)

with ⇣ = ± for Bosons (Fermions). The change in the density profile with time is plotted

in Fig. 5.8(c), while the change in current profile along the links of the system is plotted

in Fig. 5.8(d). At short times, we find that the density at the central site, n̄ does not

change with time, while the profile executes a see-saw type motion with the central site as a
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fulcrum, i.e. the local density deviation from n̄ increases in magnitude with distance from

the central site and is antisymmetric under reflection through this point. To understand

the short time quantum dynamics of the system, it is enough to consider the dynamics of a

closed system with an odd (2N + 1) number of sites (we will comment on the case of even

number of sites later). This description will be valid up to a time scale ⇠ tB/✏
2, when the

e↵ect of the bath starts to become prominent. In this case, it is useful to set the origin

at the central site, and denote the new co-ordinates by x (�N  x  N), so that the

Hamiltonian has a reflection symmetry about the origin (x ! �x). Further we consider

the deviation of the density from n̄, �nx(t). The initial profile �nx(0) is antisymmetric

under reflection. This is shown in Fig. 5.8(c) in terms of open (negative �nx(0)) and filled

(positive �nx(0)) red circles. Probability conservation of the closed system implies that
P

y |GR
0 (x, t; y, 0)|2 = 1. Using this we get,

�nx(t) =
X

y

|GR
0 (x, t; y, 0)|2�ny(0) (5.32)

Here the retarded Green’s function G
R does not depend on the initial conditions and ex-

hibits the reflection symmetry of the Hamiltonian, i.e. G
R
0 (x, t; y, 0) = G

R
0 (�x, t; �y, 0),

while �n�y(0) = ��ny(0). It is then easy to see that �nx(t) is antisymmetric under reflec-

tion, and hence �nx(t) is 0 for the central site (x = 0). This leads to a piling up of current

in the middle at shown in figure 5.8(d). The maximum of the current at the center can

be understood from the continuity equation @n/@t ⇠ r.~j.We can get further insight for

a large system, where the boundaries can be neglected. In this case, |GR
0 (x, t, y, 0)|2 is a

function of |x � y|, and using the anti-symmetry of the initial profile, it can be shown that

�nx(t) ⇠ x, i.e it increases in magnitude linearly with the distance from the central site.

In presence of a series of baths with a chemical potential gradient, the reflection symmetry

is broken, and at long times ⇠ tB/✏
2, the system gradually settles down to a steady state

behaviour. Note that for a system with an even number of sites, the reflection symmetry

is about the center of a link. Sites at the two ends of this central link will have a small but

non-zero change in density with mutually opposite signs at short times.

We next consider spinless Fermions hopping on a 1D lattice of N = 20 sites. We first

consider an initial Fock state, where the left half of the lattice (sites 1 to 10) is occupied
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Figure 5.9: Dynamics of a Fermionic OQS starting from arbitrary initial condition. A
20 site linear chain of spin-less Fermions with nearest neighbour tunneling amplitude g

is coupled at each site to the baths at temperature Tl = g and the chemical potential
µl = �4.05g through a coupling ✏ = 0.2g. (a) The initial state |{n}i, with left half
occupied, the right half empty and a domain wall at the center. Color plot of (b) for
density and (c) for current as a function of site (link) number and time for a system
starting with |{n}ih{n}|. The diamonds are defined by ballistic motion of domain walls
and their reflection from the edges. We use g = 1 to set the unit of time, t and l is measured
in units of lattice spacing.

by particles, while the right half of the system is empty, creating a domain wall in the

middle of the lattice, as shown in Fig 5.9 (a). The Fermionic bath parameters are fixed to

Tl = g and µl = �4.05g and ✏ = 0.2g, i.e there is no inhomogeneity in the bath parameters.

At short times, the e↵ect of the bath can be ignored and the quantum dynamics can be

understood by considering the domain wall as a free particle. This particle splits coherently

and moves in either direction ballistically with a timescale ⇠ g
�1. The e↵ect is seen both

in the changes in the density profile ( Fig. 5.9 (b) ) and in the current profile (Fig. 5.9

(c)), which shows a sudden jump at a site when the particle first passes through that site,

creating the initial wedge shaped profiles. The particle is coherently reflected back at the

boundary and rephases at a single point [206], creating the diamond shape in the profile.

Since the system is underdamped, this cycle is repeated with associated sign change in the
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current profile, as seen in Fig. 5.9 (c). Beyond the time scale ⇠ tB/✏
2, the presence of the

bath governs the dynamics; here the current goes to zero and the density profile attains

its steady uniform value dictated by the chemical potential in the bath at long times, but

the approach to the steady state is governed by the power law of the non-Markovian bath.

5.9 Conclusions

We have used a Schwinger Keldysh field theory to describe the dynamics of a bosonic

(fermionic) system coupled linearly to a non-interacting bosonic (fermionic) bath. Inte-

grating out the bath degrees of freedom we obtain the e↵ective dissipative action for the

open quantum system. We identify the retarded and Keldysh self energies induced by the

bath with the dissipative and noise kernel in a non-local stochastic Schrodinger equation.

We show that the presence of non-analyticities in the bath spectral function leads to power

law tails in these kernels for both bosonic and fermionic system. The exponent of the

power law is governed solely by the nature of the non-analyticity and is independent of

the location of the non-analyticity. This leads to retarded and Keldysh Green’s functions

showing an exponential decay followed by a power law tail with the same exponent as the

kernels. The crossover timescale is set by the system bath coupling and decreases quadrat-

ically with increasing system bath couplings. It is independent of the temperature and

chemical potential of the baths. Thus the non-Markovian dynamics, characterized by the

power law tails, are easier to observe in systems with stronger system bath couplings. We

note that for bosonic baths with chemical potentials, the spectrum must be bounded from

below, ensuring at least one point of non-analyticity, and hence non-Markovian dynamics

will be ubiquitous in such systems. The power law tails in the Green’s functions lead to

corresponding power laws in unequal time correlators like the current-current correlator,

which can be measured by noise spectroscopy.

As a concrete example, we consider a linear chain of bosons (fermions) hopping between

nearest neighbours, where each site is coupled to an independent bath of non-interacting

bosons (fermions). The bath consists of another 1-dimensional lattice of bosons (fermions)

with nearest neighbour hopping. We consider a linear coupling between the system and

the bath, where the system is coupled to an edge site of the bath. This leads to a bath

spectral function which has square root derivative singularities at the band edge of the
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bath, leading to a (t � t
0)�3/2 power law in the dissipative and noise kernels. We obtain

analytic expressions for the self energies and hence for the exact Green’s functions of the

open quantum system of 1-d chain, and verify the existence of the power law tails. We

use a two site model, with simpler expressions for Green’s functions to illustrate the main

features, before showing that the features are retained in the exact Green’s functions for

the full 1-d chain.

We focus our attention on two classes of observables in the open quantum system:

equal time correlators like density and current, and unequal time correlators like current-

current correlation functions. We first consider a two site system coupled to two baths of

same temperature and chemical potential and show that the steady state mode occupation

numbers deviate from the thermal equilibrium answers with increasing strength of system

bath couplings which cannot be explained by a simple dressing of the system spectrum. For

the same system, if the two baths are kept at di↵erent chemical potentials, as the system-

bath coupling becomes larger than the hopping within the system, both local densities and

current through the system deviate from the answers provided by the quantum master

equation approach. The densities show a pileup on one site compared to the other, while

the current saturates for ✏ > g. We then consider the 1-d chain, with sites coupled to

independent baths at the same temperature, but with a chemical potential profile. For a

linear variation of µ with space, we find an exponential decay of the current with distance.

The density also shows an exponential variation in space on the top of a constant value.

The length scale obtained from the decay of the current increases with temperature, with a

spatially independent current obtained in the limit of infinite temperature. This behaviour

of the current is understood analytically from the exact Green’s function obtained for the

chain.

We next focus our attention on the unequal time current-current correlators and show

that they follow a pattern similar to the Green’s functions: a short time exponential decay,

followed by a power law tail ⇠ (t�t
0)�3. This occurs both in the two site system and in the

linear chain, and is common to both bosonic and fermionic systems. The timescale for the

crossover from exponential to power law decay decreases while the value of the correlator

in the power law regime increases with system-bath coupling. These power law tails can

then be used to detect non-analyticities in the bath spectral functions, and hence possible

116



5.9. CONCLUSIONS

phase transitions in the baths.

We also consider the e↵ect of interactions on the above picture. The power law tails

survive to all orders in perturbation theory in the interaction strength. Within a mean field

theory for the bosonic two site system, which is equivalent to solving a stochastic Gross

Pitaevski equations, we find that the exponential decay slows down and the crossover

timescale for observing the power law tails is pushed to larger values. We understand this

analytically in terms of the structure of the Green’s functions in the system. Increasing

interaction strength, should, in principle lead to a larger scattering rate and hence to faster

decays, but such two loop processes redistributing energy is not captured within the mean

field theory. This needs to be further investigated, although our prediction of a larger

crossover timescale should hold in the weakly interacting system.

We finally study the transient quantum transport in the non-Markovian OQS by for-

mulating a new extension of the SK field theory formalism which can include arbitrary

initial conditions in the dynamics.

In the first five chapters of the thesis, we have focused to study dynamics of quantum

many body systems by using the conventional approach of calculating physical correlation

functions of the system. In the next chapter, we turn our attention to a di↵erent approach

to study quantum systems, namely the phase space representation of quantum dynamics.

This involves calculating information theoretic measures like Wigner functions and entan-

glement entropy of the time-evolving density matrix. We construct a new non-equilibrium

field theoretic formalism to calculate these quantities in a generic closed/ open quantum

system and study their evolution starting from arbitrary athermal initial conditions, both

in presence or absence of inter-particle interaction.
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Chapter 6
Wigner Function and Entanglement Entropy

for Bosons

6.1 Introduction

The Wigner quasiprobability distribution (WQD) is the closest approximation to a “phase-

space distribution function” for quantum systems [87, 207, 41], which provides tomographic

information about the density matrix of the system. The quantum nature of the system

manifests itself throught the fact that the WQD is not positive definite for generic density

matrices [208, 209]. Ground states, coherent states and thermal states have positive WQD

and are classified as “classical” states, while non-classical states like Fock states have

negative values of the WQD. Such states cannot be e�ciently sampled using classical Monte

Carlo algorithms [89] and can be used as a resource in quantum computing algorithms [90,

210, 211].

Phase space construction of quantum systems in the form of WQD leads to impotant

information theoretic quantities like entanglement entropy [42] of a sub-system with the

rest of the degrees of freedom. The reduced density matrix of a many-body system is

obtained from the full density matrix by tracing out a set of degrees of freedom. The

Renyi entanglement entropy of the reduced density matrix is an indicator of quantum

separability between the traced out and remaining degrees of freedom in the state of the

system [42]. It plays the role of an “inverse participation ratio”; i.e it looks at whether the

support of the density matrix is delocalized over all Fock states in the remaining Hilbert

space or is finite only over a small cluster of states. It has been used to study quantum
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phase transitions [84, 85, 212] and many-body localization transition [43, 86, 213, 214,

215] in interacting disordered systems. Wigner quasiprobability distribution and Renyi

entanglement entropy are not mere theoretic constructions since the Wigner function has

been recently measured in di↵erent single mode quantum systems [216, 217, 91, 218, 219,

220], while the Renyi entropy has been measured in ultracold atomic expetiments [92].

It was shown by K. E. Cahill and R. J. Glauber in Ref. [41] that the Renyi entropy of

a density matrix can be written as an integral of the square of its Wigner function. Since

then, there have been stream of e↵orts in calculating WQD [221] and entanglement entropy

[222] of (interacting) quantum systems under various approximation. However, in case of

(closed) Bosnic systems, the most direct approach of calculating them by diagonalizing the

Hamiltonian immediately runs into di�culty as the dimension of the local Hilbert space

of Bosons is infinity and hence the diagonalization can not be performed exactly, even for

a single mode system. This requires truncation of the Bosonic Hilbert space and severely

restricts the calculation to a few mode Bosonic system [223]. The problem of infinitely

large Hilbert space in a Bosonic system can be dealt with field theoretic techniques for

Bosons which are naturally suited to this case. For a non-interacting system in ground

state, the entanglement entropy, defined as, S
n = Tr[⇢̂n], has been calculated using the

replica method of equilibrium field theory [224, 225, 94]. A field theory construction of S
n

involves n copies of the path integral corresponding to the matrix element of each powers

of ⇢̂n where the consecutive copies of the functional integrals are glued by the appropriate

boundary conditions. Implementation of these boundary conditions in this complicated

manifold makes this technique hard to apply beyond simple systems.

In this chapter, we develop a new method, based on Schwinger Keldysh field theory, to

calculate the Wigner quasi-probability distribution and hence Renyi entanglement entropy

for a generic (interacting) open or closed many body Bosonic system undergoing arbitrary

non-equilibrium dynamics. The key result of this work is to show that the Wigner charac-

teristic function (WCF), i.e. the characteristic function corresponding to the WQD, is the

Schwinger-Keldysh (SK) partition function of the system in the presence of “quantum”

sources turned on only at the time of measurement. This relation holds for a generic inter-

acting many-body Bosonic system (open or closed) undergoing arbitrary non-equilibrium

dynamics. For a subsystem, the sources need to be turned on only for degrees of freedom
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residing in the subsystem. For non-interacting systems (closed or open), we find an ana-

lytic expression for the exact time-dependent WCF and WQD in terms of single-particle

Green’s functions. For interacting systems, we find the WCF in terms of a series involving

connected n-particle correlators of the classical fields in the theory. Our formalism can cal-

culate the WCF of a reduced density matrix, and provides a new method to calculate the

evolution of Renyi entanglement entropy in many body systems. Note that our formalism

is quite di↵erent from earlier attempts to calculate WQDs [88, 221, 226, 227, 228] within

path integral approaches. Our calculation of Renyi entropy does not require the boundary

conditions between the replica fields in a field theory defined on complicated manifolds

[224, 229, 94, 225, 230, 231, 232, 233, 84].

We use these results in an extended SK field theory [57] to study the evolution of WQD

and Renyi entropy in open quantum systems of one and two bosonic modes, coupled to

one or more thermal baths, when the system is initialized to particular Fock states. The

negative patches in the WQD, signifying quantum character, vanishes with time as the

system thermalizes. We find that the Renyi entropy shows non-monotonic behaviour with

time, both within Markovian and non-Markovian dynamics. In a two mode system, where

the dynamics is governed by the competition between the incoherent system-bath coupling

and the coherent quantum tunneling, we find that the Renyi entropy is anti-correlated with

negativity of the Wigner function. We also study the e↵ect of interactions in the system

on the evolution of the entanglement entropy and find that repulsive interactions lead to

lowering of entropy in the long time limit.

6.2 Wigner Characteristics and Keldysh Partition Function

For a many body bosonic system, the WQD W , and the WCF �W of the density matrix

⇢̂(t), are defined by [41],

W ({↵j}, t) =

Z Y

j

d
2
�j

⇡N
�W ({�j}, t)e

P
j �

⇤
j ↵j��j↵⇤

j ,

�W ({�j}, t) = Tr

h
⇢̂(t)e

P
j �ja

†
j��

⇤
j aj
i
, (6.1)

where a
†

j is the creation operator for the j
th mode. The reduced density matrix of A modes

⇢̂A(t) = TrB⇢̂(t) is obtained by tracing over the rest of the modes ( B ). The reduced
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WCF, �A
W , of ⇢̂A(t) can be obtained from Eq. 6.1 by restricting �j s to the set A. The

second Renyi entropy, S
(2) = � log Tr [⇢̂2A(t)] can then be calculated from �

A
W as,

S
(2) = � log

"Z Y

i2A

d
2
�i

⇡N
|�A

W ({�i}, t)|2
#

. (6.2)

In this section, we will develop a new formulation of calculating the WCF of a Bosonic

system by relating it with the Keldysh partition function in presence of a particular com-

bination of the linear sources in the two-contour Keldysh action.

In SK field theoretic approach, the partition function, Z, encodes the time evolution of

the many body density matrix, ⇢̂(t) = U(t, 0)⇢̂0U †(t, 0). Z is expressed as a path integral

over two copies of fields for each mode, �+(j, t) and ��(j, t), corresponding to the forward

and backward evolution along the closed Keldysh contour shown in Fig. 6.1. The partition

function in presence of the sources, J+(j, t) and J�(j, t) coupled linearly to the fields in

the action can be expressed as,

Z [J+, J�] =

Z
D[�+]D[��]e

i[A+�A�]+i
P
j

R
dt [J+(j,t)�⇤+(j,t)+h.c.�J�(j,t)�⇤�(j,t)�h.c.]

. (6.3)

Here D[�] =
Q

n d�
⇤(tn)d�(tn)/⇡ and A± encodes the evolution of ⇢̂(t) along the ±

branches. For a closed non-interacting system evolving with the Hamiltonian, Hs =
P

i,j hija
†

iaj + h.c., A± =
P

j,j0

R
dt
R

dt
0[�⇤

±
(j, t)(i@t � hij)�±(j0t0)], whereas for an OQS

coupled linearly to an external bath, A will be modified by the corresponding bath induced

self-energies. We note that the information about the initial density matrix of the system

is incorporated as a boundary term in the action A (see Eq. 2.4) [95, 49].

To calculate the expectation value, hOi of any observable, O, the standard technique

in Keldysh field theory is to additively decompose the operator into O = (O+ + O�)/2

and write down the path integral for hO+i and hO�i by inserting the operator only on

the forward branch of the Keldysh contour for hO+i and on the backward branch for

hO�i. Taking derivatives of Z [J+, J�] w.r.t the sources J+ and J� accordingly gives

the corresponding contributions, hO+i and hO�i, from + and � branches respectively.

Finally the average of these two contributions yields the quantum mechanical average of

the physical observable in the density matrix ⇢̂(t).

In this section, in order to calculate WCF, �W ({�j}, t) = Tr [⇢̂(t)D], we introduce
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Figure 6.1: Two contour (±) evolution of the density matrix, ⇢̂(t) in SK field theory.
For calculating �W (�j, t), the displacement operator, D({�j}) is decomposed into D !
D

1/2
D

1/2 with each D
1/2 placed on the + and � contour at time t. �W (�j, t) is the

resultant path integral; i.e. �W (�j, t) = Z[Jcl = 0, Jq(j, t0) = �i�j/
p

2�(t � t
0)].

a di↵erent technique to calculate the expectation value of the displacement operator,

D({�j}) = e

P
j �ja

†
j��

⇤
j aj , where the creation and annihilation operator already appear in

the exponent. Instead of the additive decomposition of the operator as stated above, we

perform a multiplicative decomposition of the displacement operator, D ! D
1/2
+ ⇥ D

1/2
� ,

and insert D
1/2 symmetrically on both the branches within a single two-contour evolution

(see Fig. 6.1) represented by the path integral,

�W = Tr

h
U

†(t, 0) e
1
2

P
j �ja

†
j��

⇤
j aj U

†(1, t)U(1, t) e
1
2

P
j �ja

†
j��

⇤
j aj U(t, 0)⇢̂0

i
(6.4)

This is the key new ingredient in this work. Comparing equation 6.4 with 6.3, we observe

that the insertion of the operators, D
1/2
± = e

1
2

P
j �ja

†
j��

⇤
j aj , correspond to turning on a set

of sources,

J±(j, t0) = ⌥i(�j/2)�(t � t
0), (6.5)

coupled linearly to the fields, and evaluating the SK partition function in presence of these

sources. Hence, at any instant of time t, �W ({�j}, t) is equal to the Keldysh partition

function Z [J+, J�] if the linear source fields J+, J� are identified with the delta-function

sources turned on only at the instant t, i.e.

�W = Z[J±(j, t0) = ⌥i(�j/2)�(t � t
0)] (6.6)

This identification becomes further simplified if we work in the rotated cl/q basis, where
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Jcl(j, t0) = [J+(j, t0) + J�(j, t0)]/
p

2 and Jq(j, t0) = [J+(j, t0) � J�(j, t0)]/
p

2, and hence,

�W ({�j}, t) = Z


Jcl = 0, Jq(j, t

0) = �i
1p
2
�j�(t � t

0)

�
. (6.7)

This is the main result of this work. Here it is important to note that D
1/2 is not a

normal-ordered operator, but in the path integral equation 6.4, the commutation relations

between ai, a
†

j, in the expansion e
1
2

P
j �ja

†
j��

⇤
j aj are exactly captured by the commutation

relations of the operator valued fields �±,�
⇤

±
at equal times. We would also like to point

out that the choice of placing D
1/2 symmetrically on both the branches and hence setting

J±(j, t0) = ⌥i(�j/2)�(t � t
0) is not a unique choice. But it is the most convenient choice

of the sources as it leads to Jcl(j, t) = 0 for all time and Jq(j, t) = i�j�(t � t
0)/

p
2 couples

only to �cl(j, t). Within this choice, �W ({�j}, t) (and also W ({↵j}, t), S
(2)(t)) for a generic

many body (interacting) system (closed/open) can be completely formulated in terms of

only the classical correlation functions at equal time which will be discussed in the next

section.

A complex Laplace transform converts �W (�j) to the WQD W (↵j) as shown in Eq. 6.1,

and the integration over ~� variables forces �cl(j, t) =
p

2↵j. W ({↵j}, t) is thus the partition

function summed over field configurations with the boundary condition �cl(j, t) =
p

2↵j.

Note that the absence of a classical source implies an unconstrained functional integration

over the quantum fields. The result derived above applies to generic non-equilibrium

dynamics of interacting bosons, since we have not used any assumption about the form of

the Keldysh action in deriving Eq. 6.7.

We note that, in this formalism, integrating out a mode without turning on a source is

equivalent to tracing over that degree of freedom, while integrating out a mode after turning

on a quantum source is equivalent to calculating the WCF. Hence it is straightforward to

see that the WCF of the reduced density matrix, �A
W , can be obtained by restricting the

quantum sources �j to be turned on only for the modes in A, which are not traced over.

This simplification for the reduced WCF, together with Eq. 6.2 allows us to study the

evolution of Renyi entropy without considering field theories with complicated boundary

conditions [94].

We now use this new formulation of calculating Wigner characteristics functions from

Keldysh partition functions to work out the dynamics of WQD and Renyi entropy in a
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generic non-interacting/ interacting Bosonic quantum system. Our formalism relates them

to the correlation functions in cases of both closed and open quantum system, starting

from thermal/ non-thermal ⇢̂0, which will be discussed in the subsequent sections. This

technique posses significant advantages over the existing methods of calculating WQD and

Renyi entropy for Bosonic systems, as (a) it can deal with the dynamics of a system starting

from arbitrary non-trivial initial conditions and (b) this non-equilibrium field theoretic

technique is easily applicable to many body systems.

6.3 Dynamics Starting from Thermal ⇢̂0

In this section, we first focus our attention on non-interacting quantum systems starting

from thermal initial density matrix,

⇢̂0 = e
�

P
⌫ (!⌫�µ)a

†
⌫a⌫

2T .

In this case, the path integral expansion of the equation 6.7 can be expressed as,

�W (�j, t) =

Z
D[�cl]D[�q] ⇥

e

"
i
R1
0 dt1

R1
0 dt2

P

j,j0
�†(j,t1)Ĝ�1(j,t1;j0,t2)�(j0,t2)+i

P
j

R1
0 dt1J†(j,t1)�(j,t1)+h.c

#�����
Jcl=0,Jq(j,t1)=�i 1p

2
�j�(t�t1)

(6.8)

where �
†(j, t) = [�⇤

cl(j, t),�
⇤

q(j, t)] and J
†(j, t) = [J⇤

cl(j, t), J
⇤

q (j, t)]. Ĝ
�1 is the inverse

Green’s function of the standard SK field theory which posses the 2 ⇥ 2 structure in

the (cl, q) basis. Here, the Gaussian integration over the fields, �cl and �q, can then be

performed exactly to obtain,

�W (�j, t) = e
�

1
2�

⇤
i �j⇤ij(t),

where ⇤ij(t) is the one particle Keldysh correlator at equal times, i.e

⇤ij(t) = h�cl(i, t)�
⇤

cl(j, t)i = iGK(i, t; j, t). (6.9)
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Using this, the WQD and S
(2) can be obtained from Eq. 6.1 and are given by,

W (↵j, t) =
e
�

1
2↵

⇤
i ↵j⇤

�1
ij (t)

Det[⇤̂/2]

S
(2) = Tr log⇤ij(t) (6.10)

In this case, the WCF and WQD are both gaussian, while the Renyi entropy matches with

earlier results obtained from the equilibrium field theory for a system in ground state using

the replica trick [224].

Now, if we consider the system to be a closed quantum system, governed by the Hamil-

tonian Hs =
P

i,j hija
†

iaj + h.c., the thermal form of ⇤ij is obtained from Eq. 3.17, by

setting (2n⌫ + 1) = coth
�
!⌫�µ
2T

�
, i.e

⇤ij =
X

⌫

coth

✓
!⌫ � µ

2T

◆
G

R
i⌫(t)G

⇤R
j⌫ (t). (6.11)

where G
R
i⌫(t) = GR(i, t; ⌫, 0) and GR(i, t; j, t0) is obtained by inverting, G

�1
R (j, j0, t � t

0) =

�(t � t
0)[i@t�j,j0 � hjj0 ].

We will next extend the above formalism for an open quantum system. We consider a

generic OQS model where a non-interacting system of Bosons (Hs) is linearly coupled to a

non-interacting Bosonic bath (Hb) via the particle exchange Hamiltonian Hsb given by Eq.

5.2. The system bath coupling is turned on at t = 0. After tracing out the bath degrees

of freedom, the reduced dynamics of the system includes the e↵ect of the bath in the form

of the retarded and Keldysh self-energies, ⌃R(t � t
0) and ⌃K

i (t � t
0), given in Eq. 5.12, in

the e↵ective action of the system [49]. In this case, ⇤ij is modified by the bath induced

self-energies (see Eq. 5.30) as,

⇤ij =
X

⌫

coth

✓
!⌫ � µ

2T

◆
G

R
i⌫(t)G

R⇤

j⌫ (t)

+ i

Z t

0

dt1

Z t

0

dt2

X

m

G
R
im(t � t1)⌃

K
m(t1 � t2)G

A
mj(t2 � t), (6.12)

where, the retarded Green’s function of the OQS, G
R
i⌫(t), dressed by ⌃R, is obtained from

Eq. 5.29.

For an interacting closed system, we use the fact that the logarithm of a partition
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function is the generator of connected correlators to write,

�W (�j, t) = e

P
n
(�1)n 1

2nn!2
⇤
i1..in
j1..jn

(t)�⇤
i1
..�⇤

in
�j1 ..�j1

, (6.13)

where ⇤i1..in
j1..jn(t) = h�cl(i1, t)..�cl(in, t)�⇤

cl(j1, t)..�
⇤

cl(jn, t)iC is the connected n particle equal

time correlator of the classical fields for n 6= 1 and ⇤i
j = ⇤ij. This exact relation between

� (and hence S
(2)) and the standard correlation functions is the starting point for making

di↵erent approximations for entanglement entropy of interacting systems.

We will next extend this new formulation of calculating WCF and hence WQD and

S
(2) from SK field theory in the dynamics of a system starting from arbitrary athermal ⇢̂0.

6.4 Dynamics Starting from Arbitrary Athermal ⇢̂0

In this section, we focus on the case where the system is initialized in Fock states where the

dynamics can be treated within a recent extension of SK theory [57], developed in chapter 3.

We consider a many body system starting from an initial density matrix, ⇢̂0 = |{n}ih{n}|

where |{n}i =
Q

⌫ |n⌫i is a configuration in the Fock space. The partition function in

presence of the sources including the boundary term can be written as,

Z⇢ [J+, J�] =

Z
D[�+]D[��]ei[A+�A�]+i

P
j

R
dt [J+(j,t)�⇤+(j,t)+h.c.�J�(j,t)�⇤�(j,t)�h.c.] ⇥

h�+(0)|⇢̂0|��(0)i (6.14)

As we discussed in chapter 3, in the extended SK field theory, the matrix element of ⇢̂0 can

be written as a term in the action where a source u⌫ , turned on only at t = 0, is coupled to

the bi-linears of the initial fields �+(⌫, 0)��(⌫, 0). At this point, we would like to note the

di↵erence between the quadratic source u⌫ , turned on only at the initial time t = 0, and

the linear sources, J±(j, t0) = ⌥i(�j/2)�(t � t
0), turned on only at the time measurement t

of WQD. Here, the role of the quadratic source, ~u is to incorporate the initial non-thermal

density matrix, whereas the linear sources J±(j, t) are turned on to measure �W ({�j}, t)

at time t.

The physical partition function, Z⇢[J+(j, t), J�(j, t)] corresponding to the initial density

matrix, ⇢̂0 is computed in a two step process: first we will calculate the partition function

Z[J+(j, t), J�(j, t), ~u] in presence of the initial source ~u and then by taking its appropriate
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number of derivative w.r.t {u⌫}, dictated by ⇢̂0, we will get Z⇢ given by equation 6.14.

The calculation of WCF, which is related to Z⇢ via Eq. 6.6 or 6.7, also follows the two

step process stated above for the partition function: first we will calculate an intermediate

quantity, �W (�j, t, ~u) that is the partition function in presence of both the linear quantum

sources �j, turned on at time of measurement t, and the initial bilinear sources u⌫ turned

on at t = 0, i.e

�W (�j, t, ~u) = Z[J±(j, t0) = ⌥i(�j/2)�(t�t
0), ~u] = Z


Jcl = 0, Jq(j, t

0) = �i
1p
2
�j�(t � t

0), ~u

�
.

(6.15)

The physical WCF corresponding to the particular initial state is then obtained from,

�W ({�j}, t) =
Y

⌫

1

n⌫ !

✓
@

@u⌫

◆n⌫

�W (�j, t, ~u)

�����
u=0

. (6.16)

We will now illustrate the detailed procedure of calculating �W (�j, t, ~u) and hence �W ({�j}, t)

for a generic quantum many body system (closed/open), starting from arbitrary ⇢̂0, both

in absence and in presence of inter-particle interaction within the scope of the new SK field

theory formalism developed in chapter 3 [49].

6.4.1 Non-interacting System

We first consider a non-interacting system of bosons where �W (�j, t, ~u) can be calculated

from the path integral expansion of Z[J, ~u], similar to Eq. 6.8. The cost we need to pay to

include arbitrary initial conditions in the dynamics is that the inverse Green’s functions,

Ĝ
�1 now depend explicitly on the initial sources, ~u as discussed in section 3.4 in great

details. The Gaussian integrations over the �cl and �q fields can be done exactly to obtain,

�W (�j, t, ~u) =
Y



✓
1

1 � u

◆
exp


�1

2
�
⇤

i �j iGK(i, t; j, t; ~u)

�

= e
�

1
2�

⇤
i �j⇤

0
ij(t)
Y

⌫

e
��⇤

i �j⇤
⌫
ij(t)

u⌫
1�u⌫

1 � u⌫
, (6.17)

where ⇤0
ij(t) = h�cl(i, t)�⇤

cl(j, t)i0 = iGK(i, t; j, t; ~u = 0) is the equal time classical correlator

in a system that starts from the vacuum state with 0 particles, and ⇤⌫ij(t) = G
R
i⌫(t)G

R⇤

j⌫ (t).

After taking ~u derivatives [234], we obtain the closed form analytical expression for the
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physical WCF as

�W (�j, t) = e
�

1
2�

⇤
i �j⇤

0
ij(t)
Y

⌫

Ln⌫

⇥
�
⇤

i �j⇤
⌫
ij(t)

⇤
(6.18)

where Ln(x) is the Laguerre polynomial of order n.

We note that our formalism can treat open and closed quantum systems on equal

footing, although detailed expression for ⇤ will change. For a closed system,

⇤0
ij(t) =

X

⌫

G
R
i⌫(t)G

R⇤

j⌫ (t) = �ij, (6.19)

obtained from orthonormality relations of the eigenfunctions, while for an OQS,

⇤0
ij(t) =

X

⌫

G
R
i⌫(t)G

R⇤

j⌫ (t) + i

Z t

0

dt1

Z t

0

dt2

X

m

G
R
im(t � t1)⌃

K
m(, t1 � t2)G

A
mj(t2 � t) (6.20)

.

Using this formulation, we now study the evolution of WQD and Renyi entropy in the

transient dynamics of a OQS which is initialized in Fock states (with negative WQD and

zero entropy) and evolve to a thermal state (with positive definite WDQ and non-zero

entropy) due to coupling to thermal baths. Our analytical results provide useful insights

in their dynamics.

Evolution of WQD and S
(2)

in OQS:

In this section, for the sake of concreteness, we consider a specific model of open quantum

system where each site of the system is coupled to the first site of a semi-infinite bath of

non-interacting Bosons hopping along the 1D chain with the tunneling strength tB. The

microscopic form of Hb and Hsb are given in Eq. 5.1. In this model, the bath spectral

function, given in Eq. 5.7, shows a square root derivative singularity at the two band edges

! = ±2tB. This non-analyticity in J (!) renders the reduced dynamics of the system to

be non-Markovian which has been explored in great details in chapter 5 [49].

We first consider a OQS consisting of single mode harmonic oscillator, governed by

Hs = !0a
†
a, linearly coupled to the bath with strength, ✏. The system is initialized in

the number state ⇢0 = |nihn|. In this case, ⇤0(t) changes from 1 at t = 0 to a finite

value determined by the bath parameters, while ⇤(t) = |GR|2 decays from 1 to 0 at long
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Figure 6.2: (a)- (d) Evolution of a single mode non-interacting system coupled to a bath
(T = 1, µ = �4.05) starting from a Fock state: (a) The WQD, W (↵, t) is shown in the
|↵| � t plane as a density plot. The system starts from the state |n = 5i. The negative
patches present at the initial time, indicating a non-classical state, shrinks and vanishes
as the system thermalizes to a classical state. (b) Negativity, N of WQD is plotted with
t for two di↵erent initial conditions |n = 6i (triangles) and |n = 2i (circles). In each case
the open symbols correspond to a system bath coupling ✏ = 1, and the closed symbols
are for ✏ = 1.5. Increasing ✏ makes the decay of N faster in both cases. For same ✏, the
negativity for n = 6 starts at higher value but decays faster than that for n = 2. (c)
Renyi entropy, S

(2)(t) vs t for ✏ = 1 for n = 6(open triangles) and ✏ = 1, n = 2 (open
circles), and ✏ = 1.5, n = 2 (closed circles). Inset shows evolution of S

(2) for Markovian
dynamics. S

(2) varies non-monotonically with t with a peak location at ⇠ tB/✏
2 and a

long time value independent of initial conditions in all cases. (d) ⇢̂nn(t) vs n at di↵erent
times for ✏ = 1.5 starting from n = 6. The distribution of ⇢nn broadens initially, leading
to increasing S

(2). Later, ⇢nn for larger n falls o↵ to attain its thermal form, leading to
shrinking of the distribution and negative dS

(2)
/dt. tB = 2 sets the unit of energy for all

plots.

times. The decay is exponential at short times upto t ⇠ tB/✏
2, and have a t

�3/2 power law

tail for the spectral density we use. However, most interesting features discussed here are

insensitive to the non-Markovian nature of the dynamics.

Using the new SK field theory formulation, we obtain closed form analytical solution

of WQD, W (|↵|, t), given by,

W (↵, t) =
2(⇤̃� ⇤)n

(⇤0)n+1
e
�

2|↵|2

⇤0 Ln


2|↵|2
⇤0

2⇤

⇤� ⇤̃

�
, (6.21)
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where ⇤̃(t) = ⇤0(t)�⇤(t). W (↵, 0) = 2e�2|↵2
|
Ln(4|↵2|) has n zero crossings in |↵| resulting

in alternating positive and negative patches. Here, ⇤(t) controls the decay of the initial

distribution function, whereas ⇤̃(t) is the stochastic contribution from the bath. Since

Ln(x) > 0 for x < 0, all the negative patches in W disappear simultaneously when ⇤̃(t) >

⇤(t) turns negative, i.e. when the stochastic contribution from the bath overwhelms the

remnants of the initial quantum state. We consider a system with !0 = �1 and a bath

with T = 1 and µ = �4.05 where bath hopping scale, tB = 2 sets the units. Fig. 6.2(a)

shows a density plot of W (↵, t) in the |↵| � t plane for a system starting in the n = 5

state. The 3 negative patches shrink in size with time until they simultaneously disappear

around t = 0.45. In the long time limit, the system thermalizes and a gaussian WQD is

recovered.

A quantitative measure of the “non-classicality” is the negativity,

N (t) =

Z
d
2
↵ (|W (↵, t)| � W (↵, t)) /(4⇡), (6.22)

which measures the area in the complex ↵ plane over which the WQD is negative. In

Fig 6.2(b) N is plotted as a function of t for two di↵erent initial conditions, n = 2 and

n = 6, at two di↵erent system-bath coupling strength ✏ = 1, 1.5. The system has more

non-classicality for higher n as the number of negative patches increase, but the negativity

also decays faster in this case. With increasing ✏, the negativity falls o↵ faster.

We use Eq.s 6.2 and 6.18 to calculate the Renyi entropy,

S
(2) = �log

"
(�1)n 2n

Cn [⇤̃]2n

[⇤0]2n+1 2F1

"
�n, �n, �2n,

�⇤0[⇤� ⇤̃]

[⇤̃]2

##
(6.23)

where 2F1 is the hypergeometric function. Fig 6.2(c), shows S
(2)(t) after tracing out the

bath degrees of freedom, for two di↵erent initial conditions, n = 2 and n = 6 at ✏ = 1. In

both cases, we see a non-monotonic time dependence of S
(2), with a peak at a timescale

⇠ tB/✏
2, and a fixed long time limit indicating the erasure of initial state memories.

Increasing ✏ to 1.5 leads to a faster decay to a di↵erent equilibrium.

The non-monotonicity of S
(2) with time is a generic feature of both Markovian and

non-Markovian dynamics. To see this, we consider a Markovian bath model, with the

generic form of the time-local dissipation and noise kernel governing the dynamics that are
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given by,

⌃B
R(t � t

0) = i��(t � t
0) , ⌃B

K(t � t
0) = imq�(t � t

0)

These lead to exponentially decaying Green’s functions,

G
R(t � t

0) = �i⇥(t � t
0)e��(t�t0)�i!0(t�t0)

⇤0(t) = (1 + mq)G
R(t)GA(t0) � mqe

��|t�t0|�i!0(t�t0) (6.24)

where mq is related to the steady state density in the system and hence dictated by the

temperature and the chemical potential of the bath. Here, � > 0 gives the dissipation in

the Markovian dynamics. S
(2) in case of the single mode OQS starting from the Fock state,

for this Markovian bath model is plotted as a function of t in inset of Fig 6.2(c), which

also exhibits the non-monotonic feature with time.

To gain insight into the non-monotonicity of S
(2), we construct the instantaneous re-

duced density matrix ⇢̂s(t) which is diagonal in the number basis. We constructed the

matrix elements, ⇢nn(t) from WCF through the following equation [41],

�W (|�|, t) =
X

n

⇢nn(t) hn|e� a†��⇤ a|ni

⇢nn(t) =
1

⇡

Z
d
2
� �W (|�|, t) hn|e� a†��⇤ a|ni (6.25)

where hn|e� a†��⇤ a|ni is obtained to be,

hn|e� a†��⇤ a|ni = e
�

1
2 |�|

2
Ln[|�|2] (6.26)

This leads to the closed form analytic answer for the matrix elements, ⇢nn(t), from a system

starting from a Fock state |NihN |, given as,

⇢nn(t) = N+n
Cn

2 (⇤0 + 1 � 2⇤)N (⇤0 � 1)n

(⇤0 + 1)N+n+1 2F1


�n, �N, �N � n,

(⇤0 + 1) (⇤0 � 1 � 2⇤)

(⇤0 � 1) (⇤0 + 1 � 2⇤)

�
.

(6.27)

In Fig 6.2(d), we plot the time evolution of the matrix elements , ⇢nn for a system starting

at n = 6. At t = 0, ⇢nn = �n,6 and hence S
(2) = 0. As time evolves,the distribution of ⇢nn
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Figure 6.3: (a) S
(2) vs t in a 2�mode system coupled to two baths (TL = TR = 1,

µL = �4.05, µR = �10.05,!0 = �1.5) for ✏ = 1.5 > g = 1 (overdamped) and (b)
✏ = 0.8 < g = 1.0 (under-damped) for di↵erent initial states, marked in the graph. The
bath and the site index shown in black is traced out to obtain S

(2). (c) N and S
(2) for

a system with ✏ = 0.2. The negativity shows a peak at alternate dips of S
(2), where the

density matrix comes close to n = 1 Fock state. tB = 2 sets the units for all plots.

broadens due to stochastic exchange with bath, giving rise to an increase of S
(2) with t. At

later times, the entropy decreases as the distribution narrows down to reach an exponential

form.

While the single mode system illustrates the e↵ect of incoherent coupling to the bath,

a more interesting dynamics occurs in a two mode system, where the coherent intermode

coupling competes with the incoherent coupling to the bath. We consider a system of two

sites (left (L) and right (R)) with the Hamiltonian Hs = !0(a
†

LaL + a
†

RaR)� g(a†

LaR +h.c),

where g is the coherent tunneling matrix element. The two sites are linearly coupled to

two baths with the same temperature T , but di↵erent chemical potentials µL and µR. This

leads to a steady state with a finite current flowing through the system in the long time

limit. We study the evolution of S
(2) in the dynamics of the OQS when the system starts

from |10i and |01i. The subsystem for calculating S
(2) is obtained by tracing out the bath

and one site of the system. We see that at short times, the behaviour of S
(2) depends on

whether the site with the initial particle is traced out or not. For example, in Fig 6.3 (a),

the curves for the system starting from |10i with R traced out (closed circles) and |01i

with L traced out (closed triangles) follow each other at short times. Similarly, curves for

system starting at |10i with L traced out (open circles) and |01i with R traced out (open

triangles) follow each other at short times. At large times, this initial memory is erased

and S
(2) simply depends on whether L or R is traced over. This is because the chemical
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Figure 6.4: (e) S
(2) vs t in a single mode OQS in presence of repulsive interaction,

U = 0.1 starting from n = 2 with ✏ = 1.5. Repulsive interaction leads to faster decay of
S
(2) compared to the non-interacting one, leading to a steady state with lower entropy.

The parameters which are not specified here are taken to be same as Figure 6.2.

potentials in the baths break the L � R symmetry of the problem. Fig. 6.3(c) plots the

evolution of S
(2) and the negativity of the Wigner function of the reduced ⇢ for the left

site in the under-damped limit. The system comes close to a Fock state at the minima

of the entropy oscillations. When the corresponding state is |0i, the negativity is zero,

since the ground state has positive definite Wigner function, while the negativity shows a

pronounced peak at alternate S
(2) minima, when the system comes very close to |1i.

6.4.2 Interacting System

In this section, we will extend the SK field theory formalism to calculate WCF and hence

S
(2) in presence of interparticle interaction in the system. Here, we will restrict the cal-

culation to the case of a single mode OQS starting from the Fock state, ⇢0 = |nihn|,

where an interaction term, Hint = Ua
†
a
†
aa (also called Kerr non-linearity) is added to the

Hamiltonian of the system, i.e

Hs = !0a
†
a + Ua

†
a
†
aa. (6.28)
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The bath is still assumed to be non-interacting and hence a linear system-bath coupling

leads to an e↵ective dynamics of the system with an added interaction term in the action,

Aint = �U

Z
dt

h
�
⇤

cl(t)�cl(t)
⇣
�
⇤

cl(t)�q(t) + h.c

⌘
+ �

⇤

q(t)�q(t)
⇣
�
⇤

q(t)�cl(t) + h.c

⌘i
(6.29)

In order to incorporate the e↵ects of the non-trivial initial conditions in the dynamics,

we will extend the definition of one particle Green’s function, GK(t, t, u) to introduce the

connected m-particle Green’s function of the classical fields at equal time t as,

⇤(m)(t, u) = i
m

G
(m)
K (t, t, u) = (�1)m

@
2m log Z[Jcl, Jq, u]

@Jq(t)..@Jq(t)@J⇤
q (t)...@J

⇤
q (t)

�����
Jcl/q=0

(6.30)

Using the fact that logarithm of partition function, Z[Jcl, Jq, u] is the generator of the

connected correlator and the relation between WCF and the partition function (Eq. 6.7),

we write the WCF in presence of the initial source, u for an interacting system as,

�W (�j, t, u) = e

P1
m=1

(�1)m

2m m!m!⇤
(m)(t,u) |�|2m (6.31)

We will approximate the series in the exponent by truncating it at the order m = 2, i.e.

keeping upto 2� particle connected Green’s function in the exponent. This approximation

leads to analytical solution for Renyi entanglement entropy given by,

S
(2) = � log


2

Z
1

0

d|�| |�| e
�⇤(2)(t,0)|�|2+ 1

4⇤
(4)(t,0)|�|4

�
M
�
|�|2
�

= � log

"
X

p

ap
2

p+1
2 �(p + 1)

[�⇤(2)(t, 0)]
p+1
2

Hp+1

 
⇤(t, 0)p

�2⇤(2)(t, 0)

!#
(6.32)

where H is the Hermite polynomial and M (|�|2) =
P

p ap|�|2p is a polynomial in |�|2,

which is brought down by the n
th order derivative w.r.t. u in �W (�, t) given by equation

6.16.

We evaluate the e↵ects of the interaction on the one and two particle Green’s function

in perturbation theory upto O(U2) by evaluating the Feynman diagrams shown in Fig.

6.5 and Fig. 6.6. We calculate the time dependent Renyi entropy of this system after

integrating out the bath. The time evolution of S
(2) for interacting and non-interacting
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t
<latexit sha1_base64="wsJU5ViOPixYFF3HTdl+vM3Vknw=">AAAB6HicbZC7SwNBEMbn4ivGV9TSZjEIVuHORhsxaGOZgHlAcoS9zV6yZm/v2J0TwhGwt7FQxNZ/xt7O/8bNo9DEDxZ+fN8MOzNBIoVB1/12ciura+sb+c3C1vbO7l5x/6Bh4lQzXmexjHUroIZLoXgdBUreSjSnUSB5MxjeTPLmA9dGxOoORwn3I9pXIhSMorVq2C2W3LI7FVkGbw6lq8/C5SMAVLvFr04vZmnEFTJJjWl7boJ+RjUKJvm40EkNTygb0j5vW1Q04sbPpoOOyYl1eiSMtX0KydT93ZHRyJhRFNjKiOLALGYT87+snWJ44WdCJSlyxWYfhakkGJPJ1qQnNGcoRxYo08LOStiAasrQ3qZgj+AtrrwMjbOyZ7nmlirXMFMejuAYTsGDc6jALVShDgw4PMELvDr3zrPz5rzPSnPOvOcQ/sj5+AFOMo7B</latexit><latexit sha1_base64="/rIU2NI623UQfeTNEJGTR7mASLA=">AAAB6HicbZC7SgNBFIbPeo3rLWppMxgEq7Bro40YtLFMwFwgCWF2MpuMmZ1dZs4KYckT2FgoYqsPY28jvo2TS6GJPwx8/P85zDknSKQw6HnfztLyyuraem7D3dza3tnN7+3XTJxqxqsslrFuBNRwKRSvokDJG4nmNAokrweD63Fev+faiFjd4jDh7Yj2lAgFo2itCnbyBa/oTUQWwZ9B4fLDvUjev9xyJ//Z6sYsjbhCJqkxTd9LsJ1RjYJJPnJbqeEJZQPa402LikbctLPJoCNybJ0uCWNtn0IycX93ZDQyZhgFtjKi2Dfz2dj8L2umGJ63M6GSFLli04/CVBKMyXhr0hWaM5RDC5RpYWclrE81ZWhv49oj+PMrL0LttOhbrniF0hVMlYNDOIIT8OEMSnADZagCAw4P8ATPzp3z6Lw4r9PSJWfWcwB/5Lz9AD/BkDU=</latexit><latexit sha1_base64="/rIU2NI623UQfeTNEJGTR7mASLA=">AAAB6HicbZC7SgNBFIbPeo3rLWppMxgEq7Bro40YtLFMwFwgCWF2MpuMmZ1dZs4KYckT2FgoYqsPY28jvo2TS6GJPwx8/P85zDknSKQw6HnfztLyyuraem7D3dza3tnN7+3XTJxqxqsslrFuBNRwKRSvokDJG4nmNAokrweD63Fev+faiFjd4jDh7Yj2lAgFo2itCnbyBa/oTUQWwZ9B4fLDvUjev9xyJ//Z6sYsjbhCJqkxTd9LsJ1RjYJJPnJbqeEJZQPa402LikbctLPJoCNybJ0uCWNtn0IycX93ZDQyZhgFtjKi2Dfz2dj8L2umGJ63M6GSFLli04/CVBKMyXhr0hWaM5RDC5RpYWclrE81ZWhv49oj+PMrL0LttOhbrniF0hVMlYNDOIIT8OEMSnADZagCAw4P8ATPzp3z6Lw4r9PSJWfWcwB/5Lz9AD/BkDU=</latexit><latexit sha1_base64="DzF5koUpPwIvXkf31NeVijvAmQI=">AAAB6HicbZA9SwNBEIbn4leMX1FLm8UgWIU7Gy2DNpYJmA9IjrC3mUvW7H2wOyeEkF9gY6GIrT/Jzn/jJrlCE19YeHhnhp15g1RJQ6777RQ2Nre2d4q7pb39g8Oj8vFJyySZFtgUiUp0J+AGlYyxSZIUdlKNPAoUtoPx3bzefkJtZBI/0CRFP+LDWIZScLJWg/rlilt1F2Lr4OVQgVz1fvmrN0hEFmFMQnFjup6bkj/lmqRQOCv1MoMpF2M+xK7FmEdo/Oli0Rm7sM6AhYm2Lya2cH9PTHlkzCQKbGfEaWRWa3Pzv1o3o/DGn8o4zQhjsfwozBSjhM2vZgOpUZCaWOBCS7srEyOuuSCbTcmG4K2evA6tq6pnueFWard5HEU4g3O4BA+uoQb3UIcmCEB4hld4cx6dF+fd+Vi2Fpx85hT+yPn8Ad7rjPQ=</latexit>

O
�
U2

�
<latexit sha1_base64="Wj1ufEHD9d0YtjzwlAqFCGkbmms=">AAACA3icbZC7SgNBFIbPeo3xFrXTZjAISRN202gZtLEzgrlANsbZyWwyOHth5qwQl4CNtW9hY6GIrS9h59s4uRSa+MPAx3/O4cz5vVgKjbb9bS0sLi2vrGbWsusbm1vbuZ3duo4SxXiNRTJSTY9qLkXIayhQ8masOA08yRve7dmo3rjjSosovMJBzNsB7YXCF4yisTq5/dRlVJKLoSu5jwVSuy67SvT6WCSdXN4u2WOReXCmkK8Un+5vAKDayX253YglAQ+RSap1y7FjbKdUoWCSD7NuonlM2S3t8ZbBkAZct9PxDUNyZJwu8SNlXohk7P6eSGmg9SDwTGdAsa9nayPzv1orQf+knYowTpCHbLLITyTBiIwCIV2hOEM5MECZEuavhPWpogxNbFkTgjN78jzUyyXH8KVJ4xQmysABHEIBHDiGCpxDFWrA4AGe4RXerEfrxXq3PiatC9Z0Zg/+yPr8AbKKmGc=</latexit><latexit sha1_base64="M2YLqzdLENQM1Nb4s7IJM7YAXpM=">AAACA3icbZC7SgNBFIZnvcZ4W7XTZjAISRN202gZtLEzgpsEsmuYncwmQ2YvzJwV4hKwsbb1CdJYKGLrS9j5Nk4uhSb+MPDxn3M4c34/EVyBZX0bS8srq2vruY385tb2zq65t19XcSopc2gsYtn0iWKCR8wBDoI1E8lI6AvW8PsX43rjjknF4+gGBgnzQtKNeMApAW21zcPMpUTgq6ErWABF7NxWXMm7PSjhtlmwytZEeBHsGRSqpaf7JDd6rrXNL7cT0zRkEVBBlGrZVgJeRiRwKtgw76aKJYT2SZe1NEYkZMrLJjcM8Yl2OjiIpX4R4In7eyIjoVKD0NedIYGemq+Nzf9qrRSCMy/jUZICi+h0UZAKDDEeB4I7XDIKYqCBUMn1XzHtEUko6NjyOgR7/uRFqFfKtuZrncY5miqHjtAxKiIbnaIqukQ15CCKHtAIvaI349F4Md6Nj2nrkjGbOUB/ZHz+AHscmb0=</latexit><latexit sha1_base64="M2YLqzdLENQM1Nb4s7IJM7YAXpM=">AAACA3icbZC7SgNBFIZnvcZ4W7XTZjAISRN202gZtLEzgpsEsmuYncwmQ2YvzJwV4hKwsbb1CdJYKGLrS9j5Nk4uhSb+MPDxn3M4c34/EVyBZX0bS8srq2vruY385tb2zq65t19XcSopc2gsYtn0iWKCR8wBDoI1E8lI6AvW8PsX43rjjknF4+gGBgnzQtKNeMApAW21zcPMpUTgq6ErWABF7NxWXMm7PSjhtlmwytZEeBHsGRSqpaf7JDd6rrXNL7cT0zRkEVBBlGrZVgJeRiRwKtgw76aKJYT2SZe1NEYkZMrLJjcM8Yl2OjiIpX4R4In7eyIjoVKD0NedIYGemq+Nzf9qrRSCMy/jUZICi+h0UZAKDDEeB4I7XDIKYqCBUMn1XzHtEUko6NjyOgR7/uRFqFfKtuZrncY5miqHjtAxKiIbnaIqukQ15CCKHtAIvaI349F4Md6Nj2nrkjGbOUB/ZHz+AHscmb0=</latexit><latexit sha1_base64="9AK+IhaVPA3PPcZQSMH+UHphUEs=">AAACA3icbZDNSsNAFIUn9a/Wv6g73QwWoW5K0o0ui27cWcG0haaWyXTSDp1MwsyNUELBja/ixoUibn0Jd76N0zYLbT0w8HHuvdy5J0gE1+A431ZhZXVtfaO4Wdra3tnds/cPmjpOFWUejUWs2gHRTHDJPOAgWDtRjESBYK1gdDWttx6Y0jyWdzBOWDciA8lDTgkYq2cfZT4lAt9MfMFCqGDvvuYrPhjCGe7ZZafqzISXwc2hjHI1evaX349pGjEJVBCtO66TQDcjCjgVbFLyU80SQkdkwDoGJYmY7mazGyb41Dh9HMbKPAl45v6eyEik9TgKTGdEYKgXa1Pzv1onhfCim3GZpMAknS8KU4EhxtNAcJ8rRkGMDRCquPkrpkOiCAUTW8mE4C6evAzNWtU1fOuU65d5HEV0jE5QBbnoHNXRNWogD1H0iJ7RK3qznqwX6936mLcWrHzmEP2R9fkDPSmWlQ==</latexit>

Contribution to �(t, u)
<latexit sha1_base64="fj2Gr0PNkpiAwceGAwjL7zrahbQ=">AAAB83icbVC7SgNBFL0bXzG+opY2Q4IQUcKujZZBGwuLCOYB2SXMzs4mQ2Znl3kIYclv2FgYxNafsfNvnDwKjR4YOJxzLvfOCTPOlHbdL6ewtr6xuVXcLu3s7u0flA+P2io1ktAWSXkquyFWlDNBW5ppTruZpDgJOe2Eo9uZ33miUrFUPOpxRoMEDwSLGcHaSr5/b6MRrukLc9YvV926Owf6S7wlqTYq/vkUAJr98qcfpcQkVGjCsVI9z810kGOpGeF0UvKNohkmIzygPUsFTqgK8vnNE3RqlQjFqbRPaDRXf07kOFFqnIQ2mWA9VKveTPzP6xkdXwc5E5nRVJDFothwpFM0KwBFTFKi+dgSTCSztyIyxBITbWsq2RK81S//Je3Lumf5g23jBhYowglUoAYeXEED7qAJLSCQwTO8wtQxzovz5rwvogVnOXMMv+B8fAMESZJ6</latexit><latexit sha1_base64="mvasmUWyWXyq9L8lgj1HEntjm+Q=">AAAB83icbVDLSsNAFL2pr1pfVZduQotQUUriRpdFNy5cVLAPaEKZTCbt0MkkzEMIoX8hblwo4tafcde/cfpYaOuBgcM553LvnCBlVCrHmViFtfWNza3idmlnd2//oHx41JaJFpi0cMIS0Q2QJIxy0lJUMdJNBUFxwEgnGN1O/c4TEZIm/FFlKfFjNOA0ohgpI3nevYmGqKYu9Fm/XHXqzgz2KnEXpNqoeOfPk0bW7Je/vTDBOiZcYYak7LlOqvwcCUUxI+OSpyVJER6hAekZylFMpJ/Pbh7bp0YJ7SgR5nFlz9TfEzmKpcziwCRjpIZy2ZuK/3k9raJrP6c81YpwPF8UaWarxJ4WYIdUEKxYZgjCgppbbTxEAmFlaiqZEtzlL6+S9mXdNfzBtHEDcxThBCpQAxeuoAF30IQWYEjhBd7g3dLWq/Vhfc6jBWsxcwx/YH39AA2zlAA=</latexit><latexit sha1_base64="mvasmUWyWXyq9L8lgj1HEntjm+Q=">AAAB83icbVDLSsNAFL2pr1pfVZduQotQUUriRpdFNy5cVLAPaEKZTCbt0MkkzEMIoX8hblwo4tafcde/cfpYaOuBgcM553LvnCBlVCrHmViFtfWNza3idmlnd2//oHx41JaJFpi0cMIS0Q2QJIxy0lJUMdJNBUFxwEgnGN1O/c4TEZIm/FFlKfFjNOA0ohgpI3nevYmGqKYu9Fm/XHXqzgz2KnEXpNqoeOfPk0bW7Je/vTDBOiZcYYak7LlOqvwcCUUxI+OSpyVJER6hAekZylFMpJ/Pbh7bp0YJ7SgR5nFlz9TfEzmKpcziwCRjpIZy2ZuK/3k9raJrP6c81YpwPF8UaWarxJ4WYIdUEKxYZgjCgppbbTxEAmFlaiqZEtzlL6+S9mXdNfzBtHEDcxThBCpQAxeuoAF30IQWYEjhBd7g3dLWq/Vhfc6jBWsxcwx/YH39AA2zlAA=</latexit><latexit sha1_base64="eB4MDYwP4D/miH20kRJJz0Nxz6c=">AAAB83icbVDLSsNAFL2pr1pfVZduBotQQUriRpdFNy5cVLAPaEKZTCbt0MkkzEMoob/hxoUibv0Zd/6N0zYLbT0wcDjnXO6dE2acKe26305pbX1jc6u8XdnZ3ds/qB4edVRqJKFtkvJU9kKsKGeCtjXTnPYySXESctoNx7czv/tEpWKpeNSTjAYJHgoWM4K1lXz/3kYjXNcX5nxQrbkNdw60SryC1KBAa1D98qOUmIQKTThWqu+5mQ5yLDUjnE4rvlE0w2SMh7RvqcAJVUE+v3mKzqwSoTiV9gmN5urviRwnSk2S0CYTrEdq2ZuJ/3l9o+PrIGciM5oKslgUG450imYFoIhJSjSfWIKJZPZWREZYYqJtTRVbgrf85VXSuWx4lj+4teZNUUcZTuAU6uDBFTThDlrQBgIZPMMrvDnGeXHenY9FtOQUM8fwB87nD/G7kPE=</latexit>

�(t, u)
<latexit sha1_base64="fj2Gr0PNkpiAwceGAwjL7zrahbQ=">AAAB83icbVC7SgNBFL0bXzG+opY2Q4IQUcKujZZBGwuLCOYB2SXMzs4mQ2Znl3kIYclv2FgYxNafsfNvnDwKjR4YOJxzLvfOCTPOlHbdL6ewtr6xuVXcLu3s7u0flA+P2io1ktAWSXkquyFWlDNBW5ppTruZpDgJOe2Eo9uZ33miUrFUPOpxRoMEDwSLGcHaSr5/b6MRrukLc9YvV926Owf6S7wlqTYq/vkUAJr98qcfpcQkVGjCsVI9z810kGOpGeF0UvKNohkmIzygPUsFTqgK8vnNE3RqlQjFqbRPaDRXf07kOFFqnIQ2mWA9VKveTPzP6xkdXwc5E5nRVJDFothwpFM0KwBFTFKi+dgSTCSztyIyxBITbWsq2RK81S//Je3Lumf5g23jBhYowglUoAYeXEED7qAJLSCQwTO8wtQxzovz5rwvogVnOXMMv+B8fAMESZJ6</latexit><latexit sha1_base64="mvasmUWyWXyq9L8lgj1HEntjm+Q=">AAAB83icbVDLSsNAFL2pr1pfVZduQotQUUriRpdFNy5cVLAPaEKZTCbt0MkkzEMIoX8hblwo4tafcde/cfpYaOuBgcM553LvnCBlVCrHmViFtfWNza3idmlnd2//oHx41JaJFpi0cMIS0Q2QJIxy0lJUMdJNBUFxwEgnGN1O/c4TEZIm/FFlKfFjNOA0ohgpI3nevYmGqKYu9Fm/XHXqzgz2KnEXpNqoeOfPk0bW7Je/vTDBOiZcYYak7LlOqvwcCUUxI+OSpyVJER6hAekZylFMpJ/Pbh7bp0YJ7SgR5nFlz9TfEzmKpcziwCRjpIZy2ZuK/3k9raJrP6c81YpwPF8UaWarxJ4WYIdUEKxYZgjCgppbbTxEAmFlaiqZEtzlL6+S9mXdNfzBtHEDcxThBCpQAxeuoAF30IQWYEjhBd7g3dLWq/Vhfc6jBWsxcwx/YH39AA2zlAA=</latexit><latexit sha1_base64="mvasmUWyWXyq9L8lgj1HEntjm+Q=">AAAB83icbVDLSsNAFL2pr1pfVZduQotQUUriRpdFNy5cVLAPaEKZTCbt0MkkzEMIoX8hblwo4tafcde/cfpYaOuBgcM553LvnCBlVCrHmViFtfWNza3idmlnd2//oHx41JaJFpi0cMIS0Q2QJIxy0lJUMdJNBUFxwEgnGN1O/c4TEZIm/FFlKfFjNOA0ohgpI3nevYmGqKYu9Fm/XHXqzgz2KnEXpNqoeOfPk0bW7Je/vTDBOiZcYYak7LlOqvwcCUUxI+OSpyVJER6hAekZylFMpJ/Pbh7bp0YJ7SgR5nFlz9TfEzmKpcziwCRjpIZy2ZuK/3k9raJrP6c81YpwPF8UaWarxJ4WYIdUEKxYZgjCgppbbTxEAmFlaiqZEtzlL6+S9mXdNfzBtHEDcxThBCpQAxeuoAF30IQWYEjhBd7g3dLWq/Vhfc6jBWsxcwx/YH39AA2zlAA=</latexit><latexit sha1_base64="eB4MDYwP4D/miH20kRJJz0Nxz6c=">AAAB83icbVDLSsNAFL2pr1pfVZduBotQQUriRpdFNy5cVLAPaEKZTCbt0MkkzEMoob/hxoUibv0Zd/6N0zYLbT0wcDjnXO6dE2acKe26305pbX1jc6u8XdnZ3ds/qB4edVRqJKFtkvJU9kKsKGeCtjXTnPYySXESctoNx7czv/tEpWKpeNSTjAYJHgoWM4K1lXz/3kYjXNcX5nxQrbkNdw60SryC1KBAa1D98qOUmIQKTThWqu+5mQ5yLDUjnE4rvlE0w2SMh7RvqcAJVUE+v3mKzqwSoTiV9gmN5urviRwnSk2S0CYTrEdq2ZuJ/3l9o+PrIGciM5oKslgUG450imYFoIhJSjSfWIKJZPZWREZYYqJtTRVbgrf85VXSuWx4lj+4teZNUUcZTuAU6uDBFTThDlrQBgIZPMMrvDnGeXHenY9FtOQUM8fwB87nD/G7kPE=</latexit>

Contribution to O(U)
<latexit sha1_base64="EBTeeNZ5xutwq315UY0+C/CI0IE=">AAAB9XicbVBNS8NAFHypX7V+VT16WSxCvZREBD0WvXizgmkLbSyb7aZdutmE3Y1SQv+HFw+KePW/ePPfuElz0NaBhWHmPd7s+DFnStv2t1VaWV1b3yhvVra2d3b3qvsHbRUlklCXRDySXR8rypmgrmaa024sKQ59Tjv+5DrzO49UKhaJez2NqRfikWABI1gb6aEfYj0mmKe3s7p7OqjW7IadAy0TpyA1KNAaVL/6w4gkIRWacKxUz7Fj7aVYakY4nVX6iaIxJhM8oj1DBQ6p8tI89QydGGWIgkiaJzTK1d8bKQ6Vmoa+mcxSqkUvE//zeokOLr2UiTjRVJD5oSDhSEcoqwANmaRE86khmEhmsiIyxhITbYqqmBKcxS8vk/ZZwzH87rzWvCrqKMMRHEMdHLiAJtxAC1wgIOEZXuHNerJerHfrYz5asoqdQ/gD6/MH/keSKQ==</latexit><latexit sha1_base64="EBTeeNZ5xutwq315UY0+C/CI0IE=">AAAB9XicbVBNS8NAFHypX7V+VT16WSxCvZREBD0WvXizgmkLbSyb7aZdutmE3Y1SQv+HFw+KePW/ePPfuElz0NaBhWHmPd7s+DFnStv2t1VaWV1b3yhvVra2d3b3qvsHbRUlklCXRDySXR8rypmgrmaa024sKQ59Tjv+5DrzO49UKhaJez2NqRfikWABI1gb6aEfYj0mmKe3s7p7OqjW7IadAy0TpyA1KNAaVL/6w4gkIRWacKxUz7Fj7aVYakY4nVX6iaIxJhM8oj1DBQ6p8tI89QydGGWIgkiaJzTK1d8bKQ6Vmoa+mcxSqkUvE//zeokOLr2UiTjRVJD5oSDhSEcoqwANmaRE86khmEhmsiIyxhITbYqqmBKcxS8vk/ZZwzH87rzWvCrqKMMRHEMdHLiAJtxAC1wgIOEZXuHNerJerHfrYz5asoqdQ/gD6/MH/keSKQ==</latexit><latexit sha1_base64="EBTeeNZ5xutwq315UY0+C/CI0IE=">AAAB9XicbVBNS8NAFHypX7V+VT16WSxCvZREBD0WvXizgmkLbSyb7aZdutmE3Y1SQv+HFw+KePW/ePPfuElz0NaBhWHmPd7s+DFnStv2t1VaWV1b3yhvVra2d3b3qvsHbRUlklCXRDySXR8rypmgrmaa024sKQ59Tjv+5DrzO49UKhaJez2NqRfikWABI1gb6aEfYj0mmKe3s7p7OqjW7IadAy0TpyA1KNAaVL/6w4gkIRWacKxUz7Fj7aVYakY4nVX6iaIxJhM8oj1DBQ6p8tI89QydGGWIgkiaJzTK1d8bKQ6Vmoa+mcxSqkUvE//zeokOLr2UiTjRVJD5oSDhSEcoqwANmaRE86khmEhmsiIyxhITbYqqmBKcxS8vk/ZZwzH87rzWvCrqKMMRHEMdHLiAJtxAC1wgIOEZXuHNerJerHfrYz5asoqdQ/gD6/MH/keSKQ==</latexit><latexit sha1_base64="EBTeeNZ5xutwq315UY0+C/CI0IE=">AAAB9XicbVBNS8NAFHypX7V+VT16WSxCvZREBD0WvXizgmkLbSyb7aZdutmE3Y1SQv+HFw+KePW/ePPfuElz0NaBhWHmPd7s+DFnStv2t1VaWV1b3yhvVra2d3b3qvsHbRUlklCXRDySXR8rypmgrmaa024sKQ59Tjv+5DrzO49UKhaJez2NqRfikWABI1gb6aEfYj0mmKe3s7p7OqjW7IadAy0TpyA1KNAaVL/6w4gkIRWacKxUz7Fj7aVYakY4nVX6iaIxJhM8oj1DBQ6p8tI89QydGGWIgkiaJzTK1d8bKQ6Vmoa+mcxSqkUvE//zeokOLr2UiTjRVJD5oSDhSEcoqwANmaRE86khmEhmsiIyxhITbYqqmBKcxS8vk/ZZwzH87rzWvCrqKMMRHEMdHLiAJtxAC1wgIOEZXuHNerJerHfrYz5asoqdQ/gD6/MH/keSKQ==</latexit>

+

+
+ +

+

+ +

t
<latexit sha1_base64="wsJU5ViOPixYFF3HTdl+vM3Vknw=">AAAB6HicbZC7SwNBEMbn4ivGV9TSZjEIVuHORhsxaGOZgHlAcoS9zV6yZm/v2J0TwhGwt7FQxNZ/xt7O/8bNo9DEDxZ+fN8MOzNBIoVB1/12ciura+sb+c3C1vbO7l5x/6Bh4lQzXmexjHUroIZLoXgdBUreSjSnUSB5MxjeTPLmA9dGxOoORwn3I9pXIhSMorVq2C2W3LI7FVkGbw6lq8/C5SMAVLvFr04vZmnEFTJJjWl7boJ+RjUKJvm40EkNTygb0j5vW1Q04sbPpoOOyYl1eiSMtX0KydT93ZHRyJhRFNjKiOLALGYT87+snWJ44WdCJSlyxWYfhakkGJPJ1qQnNGcoRxYo08LOStiAasrQ3qZgj+AtrrwMjbOyZ7nmlirXMFMejuAYTsGDc6jALVShDgw4PMELvDr3zrPz5rzPSnPOvOcQ/sj5+AFOMo7B</latexit><latexit sha1_base64="/rIU2NI623UQfeTNEJGTR7mASLA=">AAAB6HicbZC7SgNBFIbPeo3rLWppMxgEq7Bro40YtLFMwFwgCWF2MpuMmZ1dZs4KYckT2FgoYqsPY28jvo2TS6GJPwx8/P85zDknSKQw6HnfztLyyuraem7D3dza3tnN7+3XTJxqxqsslrFuBNRwKRSvokDJG4nmNAokrweD63Fev+faiFjd4jDh7Yj2lAgFo2itCnbyBa/oTUQWwZ9B4fLDvUjev9xyJ//Z6sYsjbhCJqkxTd9LsJ1RjYJJPnJbqeEJZQPa402LikbctLPJoCNybJ0uCWNtn0IycX93ZDQyZhgFtjKi2Dfz2dj8L2umGJ63M6GSFLli04/CVBKMyXhr0hWaM5RDC5RpYWclrE81ZWhv49oj+PMrL0LttOhbrniF0hVMlYNDOIIT8OEMSnADZagCAw4P8ATPzp3z6Lw4r9PSJWfWcwB/5Lz9AD/BkDU=</latexit><latexit sha1_base64="/rIU2NI623UQfeTNEJGTR7mASLA=">AAAB6HicbZC7SgNBFIbPeo3rLWppMxgEq7Bro40YtLFMwFwgCWF2MpuMmZ1dZs4KYckT2FgoYqsPY28jvo2TS6GJPwx8/P85zDknSKQw6HnfztLyyuraem7D3dza3tnN7+3XTJxqxqsslrFuBNRwKRSvokDJG4nmNAokrweD63Fev+faiFjd4jDh7Yj2lAgFo2itCnbyBa/oTUQWwZ9B4fLDvUjev9xyJ//Z6sYsjbhCJqkxTd9LsJ1RjYJJPnJbqeEJZQPa402LikbctLPJoCNybJ0uCWNtn0IycX93ZDQyZhgFtjKi2Dfz2dj8L2umGJ63M6GSFLli04/CVBKMyXhr0hWaM5RDC5RpYWclrE81ZWhv49oj+PMrL0LttOhbrniF0hVMlYNDOIIT8OEMSnADZagCAw4P8ATPzp3z6Lw4r9PSJWfWcwB/5Lz9AD/BkDU=</latexit><latexit sha1_base64="DzF5koUpPwIvXkf31NeVijvAmQI=">AAAB6HicbZA9SwNBEIbn4leMX1FLm8UgWIU7Gy2DNpYJmA9IjrC3mUvW7H2wOyeEkF9gY6GIrT/Jzn/jJrlCE19YeHhnhp15g1RJQ6777RQ2Nre2d4q7pb39g8Oj8vFJyySZFtgUiUp0J+AGlYyxSZIUdlKNPAoUtoPx3bzefkJtZBI/0CRFP+LDWIZScLJWg/rlilt1F2Lr4OVQgVz1fvmrN0hEFmFMQnFjup6bkj/lmqRQOCv1MoMpF2M+xK7FmEdo/Oli0Rm7sM6AhYm2Lya2cH9PTHlkzCQKbGfEaWRWa3Pzv1o3o/DGn8o4zQhjsfwozBSjhM2vZgOpUZCaWOBCS7srEyOuuSCbTcmG4K2evA6tq6pnueFWard5HEU4g3O4BA+uoQb3UIcmCEB4hld4cx6dF+fd+Vi2Fpx85hT+yPn8Ad7rjPQ=</latexit>

t
<latexit sha1_base64="wsJU5ViOPixYFF3HTdl+vM3Vknw=">AAAB6HicbZC7SwNBEMbn4ivGV9TSZjEIVuHORhsxaGOZgHlAcoS9zV6yZm/v2J0TwhGwt7FQxNZ/xt7O/8bNo9DEDxZ+fN8MOzNBIoVB1/12ciura+sb+c3C1vbO7l5x/6Bh4lQzXmexjHUroIZLoXgdBUreSjSnUSB5MxjeTPLmA9dGxOoORwn3I9pXIhSMorVq2C2W3LI7FVkGbw6lq8/C5SMAVLvFr04vZmnEFTJJjWl7boJ+RjUKJvm40EkNTygb0j5vW1Q04sbPpoOOyYl1eiSMtX0KydT93ZHRyJhRFNjKiOLALGYT87+snWJ44WdCJSlyxWYfhakkGJPJ1qQnNGcoRxYo08LOStiAasrQ3qZgj+AtrrwMjbOyZ7nmlirXMFMejuAYTsGDc6jALVShDgw4PMELvDr3zrPz5rzPSnPOvOcQ/sj5+AFOMo7B</latexit><latexit sha1_base64="/rIU2NI623UQfeTNEJGTR7mASLA=">AAAB6HicbZC7SgNBFIbPeo3rLWppMxgEq7Bro40YtLFMwFwgCWF2MpuMmZ1dZs4KYckT2FgoYqsPY28jvo2TS6GJPwx8/P85zDknSKQw6HnfztLyyuraem7D3dza3tnN7+3XTJxqxqsslrFuBNRwKRSvokDJG4nmNAokrweD63Fev+faiFjd4jDh7Yj2lAgFo2itCnbyBa/oTUQWwZ9B4fLDvUjev9xyJ//Z6sYsjbhCJqkxTd9LsJ1RjYJJPnJbqeEJZQPa402LikbctLPJoCNybJ0uCWNtn0IycX93ZDQyZhgFtjKi2Dfz2dj8L2umGJ63M6GSFLli04/CVBKMyXhr0hWaM5RDC5RpYWclrE81ZWhv49oj+PMrL0LttOhbrniF0hVMlYNDOIIT8OEMSnADZagCAw4P8ATPzp3z6Lw4r9PSJWfWcwB/5Lz9AD/BkDU=</latexit><latexit sha1_base64="/rIU2NI623UQfeTNEJGTR7mASLA=">AAAB6HicbZC7SgNBFIbPeo3rLWppMxgEq7Bro40YtLFMwFwgCWF2MpuMmZ1dZs4KYckT2FgoYqsPY28jvo2TS6GJPwx8/P85zDknSKQw6HnfztLyyuraem7D3dza3tnN7+3XTJxqxqsslrFuBNRwKRSvokDJG4nmNAokrweD63Fev+faiFjd4jDh7Yj2lAgFo2itCnbyBa/oTUQWwZ9B4fLDvUjev9xyJ//Z6sYsjbhCJqkxTd9LsJ1RjYJJPnJbqeEJZQPa402LikbctLPJoCNybJ0uCWNtn0IycX93ZDQyZhgFtjKi2Dfz2dj8L2umGJ63M6GSFLli04/CVBKMyXhr0hWaM5RDC5RpYWclrE81ZWhv49oj+PMrL0LttOhbrniF0hVMlYNDOIIT8OEMSnADZagCAw4P8ATPzp3z6Lw4r9PSJWfWcwB/5Lz9AD/BkDU=</latexit><latexit sha1_base64="DzF5koUpPwIvXkf31NeVijvAmQI=">AAAB6HicbZA9SwNBEIbn4leMX1FLm8UgWIU7Gy2DNpYJmA9IjrC3mUvW7H2wOyeEkF9gY6GIrT/Jzn/jJrlCE19YeHhnhp15g1RJQ6777RQ2Nre2d4q7pb39g8Oj8vFJyySZFtgUiUp0J+AGlYyxSZIUdlKNPAoUtoPx3bzefkJtZBI/0CRFP+LDWIZScLJWg/rlilt1F2Lr4OVQgVz1fvmrN0hEFmFMQnFjup6bkj/lmqRQOCv1MoMpF2M+xK7FmEdo/Oli0Rm7sM6AhYm2Lya2cH9PTHlkzCQKbGfEaWRWa3Pzv1o3o/DGn8o4zQhjsfwozBSjhM2vZgOpUZCaWOBCS7srEyOuuSCbTcmG4K2evA6tq6pnueFWard5HEU4g3O4BA+uoQb3UIcmCEB4hld4cx6dF+fd+Vi2Fpx85hT+yPn8Ad7rjPQ=</latexit>

t
<latexit sha1_base64="wsJU5ViOPixYFF3HTdl+vM3Vknw=">AAAB6HicbZC7SwNBEMbn4ivGV9TSZjEIVuHORhsxaGOZgHlAcoS9zV6yZm/v2J0TwhGwt7FQxNZ/xt7O/8bNo9DEDxZ+fN8MOzNBIoVB1/12ciura+sb+c3C1vbO7l5x/6Bh4lQzXmexjHUroIZLoXgdBUreSjSnUSB5MxjeTPLmA9dGxOoORwn3I9pXIhSMorVq2C2W3LI7FVkGbw6lq8/C5SMAVLvFr04vZmnEFTJJjWl7boJ+RjUKJvm40EkNTygb0j5vW1Q04sbPpoOOyYl1eiSMtX0KydT93ZHRyJhRFNjKiOLALGYT87+snWJ44WdCJSlyxWYfhakkGJPJ1qQnNGcoRxYo08LOStiAasrQ3qZgj+AtrrwMjbOyZ7nmlirXMFMejuAYTsGDc6jALVShDgw4PMELvDr3zrPz5rzPSnPOvOcQ/sj5+AFOMo7B</latexit><latexit sha1_base64="/rIU2NI623UQfeTNEJGTR7mASLA=">AAAB6HicbZC7SgNBFIbPeo3rLWppMxgEq7Bro40YtLFMwFwgCWF2MpuMmZ1dZs4KYckT2FgoYqsPY28jvo2TS6GJPwx8/P85zDknSKQw6HnfztLyyuraem7D3dza3tnN7+3XTJxqxqsslrFuBNRwKRSvokDJG4nmNAokrweD63Fev+faiFjd4jDh7Yj2lAgFo2itCnbyBa/oTUQWwZ9B4fLDvUjev9xyJ//Z6sYsjbhCJqkxTd9LsJ1RjYJJPnJbqeEJZQPa402LikbctLPJoCNybJ0uCWNtn0IycX93ZDQyZhgFtjKi2Dfz2dj8L2umGJ63M6GSFLli04/CVBKMyXhr0hWaM5RDC5RpYWclrE81ZWhv49oj+PMrL0LttOhbrniF0hVMlYNDOIIT8OEMSnADZagCAw4P8ATPzp3z6Lw4r9PSJWfWcwB/5Lz9AD/BkDU=</latexit><latexit sha1_base64="/rIU2NI623UQfeTNEJGTR7mASLA=">AAAB6HicbZC7SgNBFIbPeo3rLWppMxgEq7Bro40YtLFMwFwgCWF2MpuMmZ1dZs4KYckT2FgoYqsPY28jvo2TS6GJPwx8/P85zDknSKQw6HnfztLyyuraem7D3dza3tnN7+3XTJxqxqsslrFuBNRwKRSvokDJG4nmNAokrweD63Fev+faiFjd4jDh7Yj2lAgFo2itCnbyBa/oTUQWwZ9B4fLDvUjev9xyJ//Z6sYsjbhCJqkxTd9LsJ1RjYJJPnJbqeEJZQPa402LikbctLPJoCNybJ0uCWNtn0IycX93ZDQyZhgFtjKi2Dfz2dj8L2umGJ63M6GSFLli04/CVBKMyXhr0hWaM5RDC5RpYWclrE81ZWhv49oj+PMrL0LttOhbrniF0hVMlYNDOIIT8OEMSnADZagCAw4P8ATPzp3z6Lw4r9PSJWfWcwB/5Lz9AD/BkDU=</latexit><latexit sha1_base64="DzF5koUpPwIvXkf31NeVijvAmQI=">AAAB6HicbZA9SwNBEIbn4leMX1FLm8UgWIU7Gy2DNpYJmA9IjrC3mUvW7H2wOyeEkF9gY6GIrT/Jzn/jJrlCE19YeHhnhp15g1RJQ6777RQ2Nre2d4q7pb39g8Oj8vFJyySZFtgUiUp0J+AGlYyxSZIUdlKNPAoUtoPx3bzefkJtZBI/0CRFP+LDWIZScLJWg/rlilt1F2Lr4OVQgVz1fvmrN0hEFmFMQnFjup6bkj/lmqRQOCv1MoMpF2M+xK7FmEdo/Oli0Rm7sM6AhYm2Lya2cH9PTHlkzCQKbGfEaWRWa3Pzv1o3o/DGn8o4zQhjsfwozBSjhM2vZgOpUZCaWOBCS7srEyOuuSCbTcmG4K2evA6tq6pnueFWard5HEU4g3O4BA+uoQb3UIcmCEB4hld4cx6dF+fd+Vi2Fpx85hT+yPn8Ad7rjPQ=</latexit>

t
<latexit sha1_base64="wsJU5ViOPixYFF3HTdl+vM3Vknw=">AAAB6HicbZC7SwNBEMbn4ivGV9TSZjEIVuHORhsxaGOZgHlAcoS9zV6yZm/v2J0TwhGwt7FQxNZ/xt7O/8bNo9DEDxZ+fN8MOzNBIoVB1/12ciura+sb+c3C1vbO7l5x/6Bh4lQzXmexjHUroIZLoXgdBUreSjSnUSB5MxjeTPLmA9dGxOoORwn3I9pXIhSMorVq2C2W3LI7FVkGbw6lq8/C5SMAVLvFr04vZmnEFTJJjWl7boJ+RjUKJvm40EkNTygb0j5vW1Q04sbPpoOOyYl1eiSMtX0KydT93ZHRyJhRFNjKiOLALGYT87+snWJ44WdCJSlyxWYfhakkGJPJ1qQnNGcoRxYo08LOStiAasrQ3qZgj+AtrrwMjbOyZ7nmlirXMFMejuAYTsGDc6jALVShDgw4PMELvDr3zrPz5rzPSnPOvOcQ/sj5+AFOMo7B</latexit><latexit sha1_base64="/rIU2NI623UQfeTNEJGTR7mASLA=">AAAB6HicbZC7SgNBFIbPeo3rLWppMxgEq7Bro40YtLFMwFwgCWF2MpuMmZ1dZs4KYckT2FgoYqsPY28jvo2TS6GJPwx8/P85zDknSKQw6HnfztLyyuraem7D3dza3tnN7+3XTJxqxqsslrFuBNRwKRSvokDJG4nmNAokrweD63Fev+faiFjd4jDh7Yj2lAgFo2itCnbyBa/oTUQWwZ9B4fLDvUjev9xyJ//Z6sYsjbhCJqkxTd9LsJ1RjYJJPnJbqeEJZQPa402LikbctLPJoCNybJ0uCWNtn0IycX93ZDQyZhgFtjKi2Dfz2dj8L2umGJ63M6GSFLli04/CVBKMyXhr0hWaM5RDC5RpYWclrE81ZWhv49oj+PMrL0LttOhbrniF0hVMlYNDOIIT8OEMSnADZagCAw4P8ATPzp3z6Lw4r9PSJWfWcwB/5Lz9AD/BkDU=</latexit><latexit sha1_base64="/rIU2NI623UQfeTNEJGTR7mASLA=">AAAB6HicbZC7SgNBFIbPeo3rLWppMxgEq7Bro40YtLFMwFwgCWF2MpuMmZ1dZs4KYckT2FgoYqsPY28jvo2TS6GJPwx8/P85zDknSKQw6HnfztLyyuraem7D3dza3tnN7+3XTJxqxqsslrFuBNRwKRSvokDJG4nmNAokrweD63Fev+faiFjd4jDh7Yj2lAgFo2itCnbyBa/oTUQWwZ9B4fLDvUjev9xyJ//Z6sYsjbhCJqkxTd9LsJ1RjYJJPnJbqeEJZQPa402LikbctLPJoCNybJ0uCWNtn0IycX93ZDQyZhgFtjKi2Dfz2dj8L2umGJ63M6GSFLli04/CVBKMyXhr0hWaM5RDC5RpYWclrE81ZWhv49oj+PMrL0LttOhbrniF0hVMlYNDOIIT8OEMSnADZagCAw4P8ATPzp3z6Lw4r9PSJWfWcwB/5Lz9AD/BkDU=</latexit><latexit sha1_base64="DzF5koUpPwIvXkf31NeVijvAmQI=">AAAB6HicbZA9SwNBEIbn4leMX1FLm8UgWIU7Gy2DNpYJmA9IjrC3mUvW7H2wOyeEkF9gY6GIrT/Jzn/jJrlCE19YeHhnhp15g1RJQ6777RQ2Nre2d4q7pb39g8Oj8vFJyySZFtgUiUp0J+AGlYyxSZIUdlKNPAoUtoPx3bzefkJtZBI/0CRFP+LDWIZScLJWg/rlilt1F2Lr4OVQgVz1fvmrN0hEFmFMQnFjup6bkj/lmqRQOCv1MoMpF2M+xK7FmEdo/Oli0Rm7sM6AhYm2Lya2cH9PTHlkzCQKbGfEaWRWa3Pzv1o3o/DGn8o4zQhjsfwozBSjhM2vZgOpUZCaWOBCS7srEyOuuSCbTcmG4K2evA6tq6pnueFWard5HEU4g3O4BA+uoQb3UIcmCEB4hld4cx6dF+fd+Vi2Fpx85hT+yPn8Ad7rjPQ=</latexit>

t
<latexit sha1_base64="wsJU5ViOPixYFF3HTdl+vM3Vknw=">AAAB6HicbZC7SwNBEMbn4ivGV9TSZjEIVuHORhsxaGOZgHlAcoS9zV6yZm/v2J0TwhGwt7FQxNZ/xt7O/8bNo9DEDxZ+fN8MOzNBIoVB1/12ciura+sb+c3C1vbO7l5x/6Bh4lQzXmexjHUroIZLoXgdBUreSjSnUSB5MxjeTPLmA9dGxOoORwn3I9pXIhSMorVq2C2W3LI7FVkGbw6lq8/C5SMAVLvFr04vZmnEFTJJjWl7boJ+RjUKJvm40EkNTygb0j5vW1Q04sbPpoOOyYl1eiSMtX0KydT93ZHRyJhRFNjKiOLALGYT87+snWJ44WdCJSlyxWYfhakkGJPJ1qQnNGcoRxYo08LOStiAasrQ3qZgj+AtrrwMjbOyZ7nmlirXMFMejuAYTsGDc6jALVShDgw4PMELvDr3zrPz5rzPSnPOvOcQ/sj5+AFOMo7B</latexit><latexit sha1_base64="/rIU2NI623UQfeTNEJGTR7mASLA=">AAAB6HicbZC7SgNBFIbPeo3rLWppMxgEq7Bro40YtLFMwFwgCWF2MpuMmZ1dZs4KYckT2FgoYqsPY28jvo2TS6GJPwx8/P85zDknSKQw6HnfztLyyuraem7D3dza3tnN7+3XTJxqxqsslrFuBNRwKRSvokDJG4nmNAokrweD63Fev+faiFjd4jDh7Yj2lAgFo2itCnbyBa/oTUQWwZ9B4fLDvUjev9xyJ//Z6sYsjbhCJqkxTd9LsJ1RjYJJPnJbqeEJZQPa402LikbctLPJoCNybJ0uCWNtn0IycX93ZDQyZhgFtjKi2Dfz2dj8L2umGJ63M6GSFLli04/CVBKMyXhr0hWaM5RDC5RpYWclrE81ZWhv49oj+PMrL0LttOhbrniF0hVMlYNDOIIT8OEMSnADZagCAw4P8ATPzp3z6Lw4r9PSJWfWcwB/5Lz9AD/BkDU=</latexit><latexit sha1_base64="/rIU2NI623UQfeTNEJGTR7mASLA=">AAAB6HicbZC7SgNBFIbPeo3rLWppMxgEq7Bro40YtLFMwFwgCWF2MpuMmZ1dZs4KYckT2FgoYqsPY28jvo2TS6GJPwx8/P85zDknSKQw6HnfztLyyuraem7D3dza3tnN7+3XTJxqxqsslrFuBNRwKRSvokDJG4nmNAokrweD63Fev+faiFjd4jDh7Yj2lAgFo2itCnbyBa/oTUQWwZ9B4fLDvUjev9xyJ//Z6sYsjbhCJqkxTd9LsJ1RjYJJPnJbqeEJZQPa402LikbctLPJoCNybJ0uCWNtn0IycX93ZDQyZhgFtjKi2Dfz2dj8L2umGJ63M6GSFLli04/CVBKMyXhr0hWaM5RDC5RpYWclrE81ZWhv49oj+PMrL0LttOhbrniF0hVMlYNDOIIT8OEMSnADZagCAw4P8ATPzp3z6Lw4r9PSJWfWcwB/5Lz9AD/BkDU=</latexit><latexit sha1_base64="DzF5koUpPwIvXkf31NeVijvAmQI=">AAAB6HicbZA9SwNBEIbn4leMX1FLm8UgWIU7Gy2DNpYJmA9IjrC3mUvW7H2wOyeEkF9gY6GIrT/Jzn/jJrlCE19YeHhnhp15g1RJQ6777RQ2Nre2d4q7pb39g8Oj8vFJyySZFtgUiUp0J+AGlYyxSZIUdlKNPAoUtoPx3bzefkJtZBI/0CRFP+LDWIZScLJWg/rlilt1F2Lr4OVQgVz1fvmrN0hEFmFMQnFjup6bkj/lmqRQOCv1MoMpF2M+xK7FmEdo/Oli0Rm7sM6AhYm2Lya2cH9PTHlkzCQKbGfEaWRWa3Pzv1o3o/DGn8o4zQhjsfwozBSjhM2vZgOpUZCaWOBCS7srEyOuuSCbTcmG4K2evA6tq6pnueFWard5HEU4g3O4BA+uoQb3UIcmCEB4hld4cx6dF+fd+Vi2Fpx85hT+yPn8Ad7rjPQ=</latexit>

t
<latexit sha1_base64="wsJU5ViOPixYFF3HTdl+vM3Vknw=">AAAB6HicbZC7SwNBEMbn4ivGV9TSZjEIVuHORhsxaGOZgHlAcoS9zV6yZm/v2J0TwhGwt7FQxNZ/xt7O/8bNo9DEDxZ+fN8MOzNBIoVB1/12ciura+sb+c3C1vbO7l5x/6Bh4lQzXmexjHUroIZLoXgdBUreSjSnUSB5MxjeTPLmA9dGxOoORwn3I9pXIhSMorVq2C2W3LI7FVkGbw6lq8/C5SMAVLvFr04vZmnEFTJJjWl7boJ+RjUKJvm40EkNTygb0j5vW1Q04sbPpoOOyYl1eiSMtX0KydT93ZHRyJhRFNjKiOLALGYT87+snWJ44WdCJSlyxWYfhakkGJPJ1qQnNGcoRxYo08LOStiAasrQ3qZgj+AtrrwMjbOyZ7nmlirXMFMejuAYTsGDc6jALVShDgw4PMELvDr3zrPz5rzPSnPOvOcQ/sj5+AFOMo7B</latexit><latexit sha1_base64="/rIU2NI623UQfeTNEJGTR7mASLA=">AAAB6HicbZC7SgNBFIbPeo3rLWppMxgEq7Bro40YtLFMwFwgCWF2MpuMmZ1dZs4KYckT2FgoYqsPY28jvo2TS6GJPwx8/P85zDknSKQw6HnfztLyyuraem7D3dza3tnN7+3XTJxqxqsslrFuBNRwKRSvokDJG4nmNAokrweD63Fev+faiFjd4jDh7Yj2lAgFo2itCnbyBa/oTUQWwZ9B4fLDvUjev9xyJ//Z6sYsjbhCJqkxTd9LsJ1RjYJJPnJbqeEJZQPa402LikbctLPJoCNybJ0uCWNtn0IycX93ZDQyZhgFtjKi2Dfz2dj8L2umGJ63M6GSFLli04/CVBKMyXhr0hWaM5RDC5RpYWclrE81ZWhv49oj+PMrL0LttOhbrniF0hVMlYNDOIIT8OEMSnADZagCAw4P8ATPzp3z6Lw4r9PSJWfWcwB/5Lz9AD/BkDU=</latexit><latexit sha1_base64="/rIU2NI623UQfeTNEJGTR7mASLA=">AAAB6HicbZC7SgNBFIbPeo3rLWppMxgEq7Bro40YtLFMwFwgCWF2MpuMmZ1dZs4KYckT2FgoYqsPY28jvo2TS6GJPwx8/P85zDknSKQw6HnfztLyyuraem7D3dza3tnN7+3XTJxqxqsslrFuBNRwKRSvokDJG4nmNAokrweD63Fev+faiFjd4jDh7Yj2lAgFo2itCnbyBa/oTUQWwZ9B4fLDvUjev9xyJ//Z6sYsjbhCJqkxTd9LsJ1RjYJJPnJbqeEJZQPa402LikbctLPJoCNybJ0uCWNtn0IycX93ZDQyZhgFtjKi2Dfz2dj8L2umGJ63M6GSFLli04/CVBKMyXhr0hWaM5RDC5RpYWclrE81ZWhv49oj+PMrL0LttOhbrniF0hVMlYNDOIIT8OEMSnADZagCAw4P8ATPzp3z6Lw4r9PSJWfWcwB/5Lz9AD/BkDU=</latexit><latexit sha1_base64="DzF5koUpPwIvXkf31NeVijvAmQI=">AAAB6HicbZA9SwNBEIbn4leMX1FLm8UgWIU7Gy2DNpYJmA9IjrC3mUvW7H2wOyeEkF9gY6GIrT/Jzn/jJrlCE19YeHhnhp15g1RJQ6777RQ2Nre2d4q7pb39g8Oj8vFJyySZFtgUiUp0J+AGlYyxSZIUdlKNPAoUtoPx3bzefkJtZBI/0CRFP+LDWIZScLJWg/rlilt1F2Lr4OVQgVz1fvmrN0hEFmFMQnFjup6bkj/lmqRQOCv1MoMpF2M+xK7FmEdo/Oli0Rm7sM6AhYm2Lya2cH9PTHlkzCQKbGfEaWRWa3Pzv1o3o/DGn8o4zQhjsfwozBSjhM2vZgOpUZCaWOBCS7srEyOuuSCbTcmG4K2evA6tq6pnueFWard5HEU4g3O4BA+uoQb3UIcmCEB4hld4cx6dF+fd+Vi2Fpx85hT+yPn8Ad7rjPQ=</latexit>

t
<latexit sha1_base64="wsJU5ViOPixYFF3HTdl+vM3Vknw=">AAAB6HicbZC7SwNBEMbn4ivGV9TSZjEIVuHORhsxaGOZgHlAcoS9zV6yZm/v2J0TwhGwt7FQxNZ/xt7O/8bNo9DEDxZ+fN8MOzNBIoVB1/12ciura+sb+c3C1vbO7l5x/6Bh4lQzXmexjHUroIZLoXgdBUreSjSnUSB5MxjeTPLmA9dGxOoORwn3I9pXIhSMorVq2C2W3LI7FVkGbw6lq8/C5SMAVLvFr04vZmnEFTJJjWl7boJ+RjUKJvm40EkNTygb0j5vW1Q04sbPpoOOyYl1eiSMtX0KydT93ZHRyJhRFNjKiOLALGYT87+snWJ44WdCJSlyxWYfhakkGJPJ1qQnNGcoRxYo08LOStiAasrQ3qZgj+AtrrwMjbOyZ7nmlirXMFMejuAYTsGDc6jALVShDgw4PMELvDr3zrPz5rzPSnPOvOcQ/sj5+AFOMo7B</latexit><latexit sha1_base64="/rIU2NI623UQfeTNEJGTR7mASLA=">AAAB6HicbZC7SgNBFIbPeo3rLWppMxgEq7Bro40YtLFMwFwgCWF2MpuMmZ1dZs4KYckT2FgoYqsPY28jvo2TS6GJPwx8/P85zDknSKQw6HnfztLyyuraem7D3dza3tnN7+3XTJxqxqsslrFuBNRwKRSvokDJG4nmNAokrweD63Fev+faiFjd4jDh7Yj2lAgFo2itCnbyBa/oTUQWwZ9B4fLDvUjev9xyJ//Z6sYsjbhCJqkxTd9LsJ1RjYJJPnJbqeEJZQPa402LikbctLPJoCNybJ0uCWNtn0IycX93ZDQyZhgFtjKi2Dfz2dj8L2umGJ63M6GSFLli04/CVBKMyXhr0hWaM5RDC5RpYWclrE81ZWhv49oj+PMrL0LttOhbrniF0hVMlYNDOIIT8OEMSnADZagCAw4P8ATPzp3z6Lw4r9PSJWfWcwB/5Lz9AD/BkDU=</latexit><latexit sha1_base64="/rIU2NI623UQfeTNEJGTR7mASLA=">AAAB6HicbZC7SgNBFIbPeo3rLWppMxgEq7Bro40YtLFMwFwgCWF2MpuMmZ1dZs4KYckT2FgoYqsPY28jvo2TS6GJPwx8/P85zDknSKQw6HnfztLyyuraem7D3dza3tnN7+3XTJxqxqsslrFuBNRwKRSvokDJG4nmNAokrweD63Fev+faiFjd4jDh7Yj2lAgFo2itCnbyBa/oTUQWwZ9B4fLDvUjev9xyJ//Z6sYsjbhCJqkxTd9LsJ1RjYJJPnJbqeEJZQPa402LikbctLPJoCNybJ0uCWNtn0IycX93ZDQyZhgFtjKi2Dfz2dj8L2umGJ63M6GSFLli04/CVBKMyXhr0hWaM5RDC5RpYWclrE81ZWhv49oj+PMrL0LttOhbrniF0hVMlYNDOIIT8OEMSnADZagCAw4P8ATPzp3z6Lw4r9PSJWfWcwB/5Lz9AD/BkDU=</latexit><latexit sha1_base64="DzF5koUpPwIvXkf31NeVijvAmQI=">AAAB6HicbZA9SwNBEIbn4leMX1FLm8UgWIU7Gy2DNpYJmA9IjrC3mUvW7H2wOyeEkF9gY6GIrT/Jzn/jJrlCE19YeHhnhp15g1RJQ6777RQ2Nre2d4q7pb39g8Oj8vFJyySZFtgUiUp0J+AGlYyxSZIUdlKNPAoUtoPx3bzefkJtZBI/0CRFP+LDWIZScLJWg/rlilt1F2Lr4OVQgVz1fvmrN0hEFmFMQnFjup6bkj/lmqRQOCv1MoMpF2M+xK7FmEdo/Oli0Rm7sM6AhYm2Lya2cH9PTHlkzCQKbGfEaWRWa3Pzv1o3o/DGn8o4zQhjsfwozBSjhM2vZgOpUZCaWOBCS7srEyOuuSCbTcmG4K2evA6tq6pnueFWard5HEU4g3O4BA+uoQb3UIcmCEB4hld4cx6dF+fd+Vi2Fpx85hT+yPn8Ad7rjPQ=</latexit>

t
<latexit sha1_base64="wsJU5ViOPixYFF3HTdl+vM3Vknw=">AAAB6HicbZC7SwNBEMbn4ivGV9TSZjEIVuHORhsxaGOZgHlAcoS9zV6yZm/v2J0TwhGwt7FQxNZ/xt7O/8bNo9DEDxZ+fN8MOzNBIoVB1/12ciura+sb+c3C1vbO7l5x/6Bh4lQzXmexjHUroIZLoXgdBUreSjSnUSB5MxjeTPLmA9dGxOoORwn3I9pXIhSMorVq2C2W3LI7FVkGbw6lq8/C5SMAVLvFr04vZmnEFTJJjWl7boJ+RjUKJvm40EkNTygb0j5vW1Q04sbPpoOOyYl1eiSMtX0KydT93ZHRyJhRFNjKiOLALGYT87+snWJ44WdCJSlyxWYfhakkGJPJ1qQnNGcoRxYo08LOStiAasrQ3qZgj+AtrrwMjbOyZ7nmlirXMFMejuAYTsGDc6jALVShDgw4PMELvDr3zrPz5rzPSnPOvOcQ/sj5+AFOMo7B</latexit><latexit sha1_base64="/rIU2NI623UQfeTNEJGTR7mASLA=">AAAB6HicbZC7SgNBFIbPeo3rLWppMxgEq7Bro40YtLFMwFwgCWF2MpuMmZ1dZs4KYckT2FgoYqsPY28jvo2TS6GJPwx8/P85zDknSKQw6HnfztLyyuraem7D3dza3tnN7+3XTJxqxqsslrFuBNRwKRSvokDJG4nmNAokrweD63Fev+faiFjd4jDh7Yj2lAgFo2itCnbyBa/oTUQWwZ9B4fLDvUjev9xyJ//Z6sYsjbhCJqkxTd9LsJ1RjYJJPnJbqeEJZQPa402LikbctLPJoCNybJ0uCWNtn0IycX93ZDQyZhgFtjKi2Dfz2dj8L2umGJ63M6GSFLli04/CVBKMyXhr0hWaM5RDC5RpYWclrE81ZWhv49oj+PMrL0LttOhbrniF0hVMlYNDOIIT8OEMSnADZagCAw4P8ATPzp3z6Lw4r9PSJWfWcwB/5Lz9AD/BkDU=</latexit><latexit sha1_base64="/rIU2NI623UQfeTNEJGTR7mASLA=">AAAB6HicbZC7SgNBFIbPeo3rLWppMxgEq7Bro40YtLFMwFwgCWF2MpuMmZ1dZs4KYckT2FgoYqsPY28jvo2TS6GJPwx8/P85zDknSKQw6HnfztLyyuraem7D3dza3tnN7+3XTJxqxqsslrFuBNRwKRSvokDJG4nmNAokrweD63Fev+faiFjd4jDh7Yj2lAgFo2itCnbyBa/oTUQWwZ9B4fLDvUjev9xyJ//Z6sYsjbhCJqkxTd9LsJ1RjYJJPnJbqeEJZQPa402LikbctLPJoCNybJ0uCWNtn0IycX93ZDQyZhgFtjKi2Dfz2dj8L2umGJ63M6GSFLli04/CVBKMyXhr0hWaM5RDC5RpYWclrE81ZWhv49oj+PMrL0LttOhbrniF0hVMlYNDOIIT8OEMSnADZagCAw4P8ATPzp3z6Lw4r9PSJWfWcwB/5Lz9AD/BkDU=</latexit><latexit sha1_base64="DzF5koUpPwIvXkf31NeVijvAmQI=">AAAB6HicbZA9SwNBEIbn4leMX1FLm8UgWIU7Gy2DNpYJmA9IjrC3mUvW7H2wOyeEkF9gY6GIrT/Jzn/jJrlCE19YeHhnhp15g1RJQ6777RQ2Nre2d4q7pb39g8Oj8vFJyySZFtgUiUp0J+AGlYyxSZIUdlKNPAoUtoPx3bzefkJtZBI/0CRFP+LDWIZScLJWg/rlilt1F2Lr4OVQgVz1fvmrN0hEFmFMQnFjup6bkj/lmqRQOCv1MoMpF2M+xK7FmEdo/Oli0Rm7sM6AhYm2Lya2cH9PTHlkzCQKbGfEaWRWa3Pzv1o3o/DGn8o4zQhjsfwozBSjhM2vZgOpUZCaWOBCS7srEyOuuSCbTcmG4K2evA6tq6pnueFWard5HEU4g3O4BA+uoQb3UIcmCEB4hld4cx6dF+fd+Vi2Fpx85hT+yPn8Ad7rjPQ=</latexit>

t
<latexit sha1_base64="wsJU5ViOPixYFF3HTdl+vM3Vknw=">AAAB6HicbZC7SwNBEMbn4ivGV9TSZjEIVuHORhsxaGOZgHlAcoS9zV6yZm/v2J0TwhGwt7FQxNZ/xt7O/8bNo9DEDxZ+fN8MOzNBIoVB1/12ciura+sb+c3C1vbO7l5x/6Bh4lQzXmexjHUroIZLoXgdBUreSjSnUSB5MxjeTPLmA9dGxOoORwn3I9pXIhSMorVq2C2W3LI7FVkGbw6lq8/C5SMAVLvFr04vZmnEFTJJjWl7boJ+RjUKJvm40EkNTygb0j5vW1Q04sbPpoOOyYl1eiSMtX0KydT93ZHRyJhRFNjKiOLALGYT87+snWJ44WdCJSlyxWYfhakkGJPJ1qQnNGcoRxYo08LOStiAasrQ3qZgj+AtrrwMjbOyZ7nmlirXMFMejuAYTsGDc6jALVShDgw4PMELvDr3zrPz5rzPSnPOvOcQ/sj5+AFOMo7B</latexit><latexit sha1_base64="/rIU2NI623UQfeTNEJGTR7mASLA=">AAAB6HicbZC7SgNBFIbPeo3rLWppMxgEq7Bro40YtLFMwFwgCWF2MpuMmZ1dZs4KYckT2FgoYqsPY28jvo2TS6GJPwx8/P85zDknSKQw6HnfztLyyuraem7D3dza3tnN7+3XTJxqxqsslrFuBNRwKRSvokDJG4nmNAokrweD63Fev+faiFjd4jDh7Yj2lAgFo2itCnbyBa/oTUQWwZ9B4fLDvUjev9xyJ//Z6sYsjbhCJqkxTd9LsJ1RjYJJPnJbqeEJZQPa402LikbctLPJoCNybJ0uCWNtn0IycX93ZDQyZhgFtjKi2Dfz2dj8L2umGJ63M6GSFLli04/CVBKMyXhr0hWaM5RDC5RpYWclrE81ZWhv49oj+PMrL0LttOhbrniF0hVMlYNDOIIT8OEMSnADZagCAw4P8ATPzp3z6Lw4r9PSJWfWcwB/5Lz9AD/BkDU=</latexit><latexit sha1_base64="/rIU2NI623UQfeTNEJGTR7mASLA=">AAAB6HicbZC7SgNBFIbPeo3rLWppMxgEq7Bro40YtLFMwFwgCWF2MpuMmZ1dZs4KYckT2FgoYqsPY28jvo2TS6GJPwx8/P85zDknSKQw6HnfztLyyuraem7D3dza3tnN7+3XTJxqxqsslrFuBNRwKRSvokDJG4nmNAokrweD63Fev+faiFjd4jDh7Yj2lAgFo2itCnbyBa/oTUQWwZ9B4fLDvUjev9xyJ//Z6sYsjbhCJqkxTd9LsJ1RjYJJPnJbqeEJZQPa402LikbctLPJoCNybJ0uCWNtn0IycX93ZDQyZhgFtjKi2Dfz2dj8L2umGJ63M6GSFLli04/CVBKMyXhr0hWaM5RDC5RpYWclrE81ZWhv49oj+PMrL0LttOhbrniF0hVMlYNDOIIT8OEMSnADZagCAw4P8ATPzp3z6Lw4r9PSJWfWcwB/5Lz9AD/BkDU=</latexit><latexit sha1_base64="DzF5koUpPwIvXkf31NeVijvAmQI=">AAAB6HicbZA9SwNBEIbn4leMX1FLm8UgWIU7Gy2DNpYJmA9IjrC3mUvW7H2wOyeEkF9gY6GIrT/Jzn/jJrlCE19YeHhnhp15g1RJQ6777RQ2Nre2d4q7pb39g8Oj8vFJyySZFtgUiUp0J+AGlYyxSZIUdlKNPAoUtoPx3bzefkJtZBI/0CRFP+LDWIZScLJWg/rlilt1F2Lr4OVQgVz1fvmrN0hEFmFMQnFjup6bkj/lmqRQOCv1MoMpF2M+xK7FmEdo/Oli0Rm7sM6AhYm2Lya2cH9PTHlkzCQKbGfEaWRWa3Pzv1o3o/DGn8o4zQhjsfwozBSjhM2vZgOpUZCaWOBCS7srEyOuuSCbTcmG4K2evA6tq6pnueFWard5HEU4g3O4BA+uoQb3UIcmCEB4hld4cx6dF+fd+Vi2Fpx85hT+yPn8Ad7rjPQ=</latexit>

t
<latexit sha1_base64="wsJU5ViOPixYFF3HTdl+vM3Vknw=">AAAB6HicbZC7SwNBEMbn4ivGV9TSZjEIVuHORhsxaGOZgHlAcoS9zV6yZm/v2J0TwhGwt7FQxNZ/xt7O/8bNo9DEDxZ+fN8MOzNBIoVB1/12ciura+sb+c3C1vbO7l5x/6Bh4lQzXmexjHUroIZLoXgdBUreSjSnUSB5MxjeTPLmA9dGxOoORwn3I9pXIhSMorVq2C2W3LI7FVkGbw6lq8/C5SMAVLvFr04vZmnEFTJJjWl7boJ+RjUKJvm40EkNTygb0j5vW1Q04sbPpoOOyYl1eiSMtX0KydT93ZHRyJhRFNjKiOLALGYT87+snWJ44WdCJSlyxWYfhakkGJPJ1qQnNGcoRxYo08LOStiAasrQ3qZgj+AtrrwMjbOyZ7nmlirXMFMejuAYTsGDc6jALVShDgw4PMELvDr3zrPz5rzPSnPOvOcQ/sj5+AFOMo7B</latexit><latexit sha1_base64="/rIU2NI623UQfeTNEJGTR7mASLA=">AAAB6HicbZC7SgNBFIbPeo3rLWppMxgEq7Bro40YtLFMwFwgCWF2MpuMmZ1dZs4KYckT2FgoYqsPY28jvo2TS6GJPwx8/P85zDknSKQw6HnfztLyyuraem7D3dza3tnN7+3XTJxqxqsslrFuBNRwKRSvokDJG4nmNAokrweD63Fev+faiFjd4jDh7Yj2lAgFo2itCnbyBa/oTUQWwZ9B4fLDvUjev9xyJ//Z6sYsjbhCJqkxTd9LsJ1RjYJJPnJbqeEJZQPa402LikbctLPJoCNybJ0uCWNtn0IycX93ZDQyZhgFtjKi2Dfz2dj8L2umGJ63M6GSFLli04/CVBKMyXhr0hWaM5RDC5RpYWclrE81ZWhv49oj+PMrL0LttOhbrniF0hVMlYNDOIIT8OEMSnADZagCAw4P8ATPzp3z6Lw4r9PSJWfWcwB/5Lz9AD/BkDU=</latexit><latexit sha1_base64="/rIU2NI623UQfeTNEJGTR7mASLA=">AAAB6HicbZC7SgNBFIbPeo3rLWppMxgEq7Bro40YtLFMwFwgCWF2MpuMmZ1dZs4KYckT2FgoYqsPY28jvo2TS6GJPwx8/P85zDknSKQw6HnfztLyyuraem7D3dza3tnN7+3XTJxqxqsslrFuBNRwKRSvokDJG4nmNAokrweD63Fev+faiFjd4jDh7Yj2lAgFo2itCnbyBa/oTUQWwZ9B4fLDvUjev9xyJ//Z6sYsjbhCJqkxTd9LsJ1RjYJJPnJbqeEJZQPa402LikbctLPJoCNybJ0uCWNtn0IycX93ZDQyZhgFtjKi2Dfz2dj8L2umGJ63M6GSFLli04/CVBKMyXhr0hWaM5RDC5RpYWclrE81ZWhv49oj+PMrL0LttOhbrniF0hVMlYNDOIIT8OEMSnADZagCAw4P8ATPzp3z6Lw4r9PSJWfWcwB/5Lz9AD/BkDU=</latexit><latexit sha1_base64="DzF5koUpPwIvXkf31NeVijvAmQI=">AAAB6HicbZA9SwNBEIbn4leMX1FLm8UgWIU7Gy2DNpYJmA9IjrC3mUvW7H2wOyeEkF9gY6GIrT/Jzn/jJrlCE19YeHhnhp15g1RJQ6777RQ2Nre2d4q7pb39g8Oj8vFJyySZFtgUiUp0J+AGlYyxSZIUdlKNPAoUtoPx3bzefkJtZBI/0CRFP+LDWIZScLJWg/rlilt1F2Lr4OVQgVz1fvmrN0hEFmFMQnFjup6bkj/lmqRQOCv1MoMpF2M+xK7FmEdo/Oli0Rm7sM6AhYm2Lya2cH9PTHlkzCQKbGfEaWRWa3Pzv1o3o/DGn8o4zQhjsfwozBSjhM2vZgOpUZCaWOBCS7srEyOuuSCbTcmG4K2evA6tq6pnueFWard5HEU4g3O4BA+uoQb3UIcmCEB4hld4cx6dF+fd+Vi2Fpx85hT+yPn8Ad7rjPQ=</latexit>

t
<latexit sha1_base64="wsJU5ViOPixYFF3HTdl+vM3Vknw=">AAAB6HicbZC7SwNBEMbn4ivGV9TSZjEIVuHORhsxaGOZgHlAcoS9zV6yZm/v2J0TwhGwt7FQxNZ/xt7O/8bNo9DEDxZ+fN8MOzNBIoVB1/12ciura+sb+c3C1vbO7l5x/6Bh4lQzXmexjHUroIZLoXgdBUreSjSnUSB5MxjeTPLmA9dGxOoORwn3I9pXIhSMorVq2C2W3LI7FVkGbw6lq8/C5SMAVLvFr04vZmnEFTJJjWl7boJ+RjUKJvm40EkNTygb0j5vW1Q04sbPpoOOyYl1eiSMtX0KydT93ZHRyJhRFNjKiOLALGYT87+snWJ44WdCJSlyxWYfhakkGJPJ1qQnNGcoRxYo08LOStiAasrQ3qZgj+AtrrwMjbOyZ7nmlirXMFMejuAYTsGDc6jALVShDgw4PMELvDr3zrPz5rzPSnPOvOcQ/sj5+AFOMo7B</latexit><latexit sha1_base64="/rIU2NI623UQfeTNEJGTR7mASLA=">AAAB6HicbZC7SgNBFIbPeo3rLWppMxgEq7Bro40YtLFMwFwgCWF2MpuMmZ1dZs4KYckT2FgoYqsPY28jvo2TS6GJPwx8/P85zDknSKQw6HnfztLyyuraem7D3dza3tnN7+3XTJxqxqsslrFuBNRwKRSvokDJG4nmNAokrweD63Fev+faiFjd4jDh7Yj2lAgFo2itCnbyBa/oTUQWwZ9B4fLDvUjev9xyJ//Z6sYsjbhCJqkxTd9LsJ1RjYJJPnJbqeEJZQPa402LikbctLPJoCNybJ0uCWNtn0IycX93ZDQyZhgFtjKi2Dfz2dj8L2umGJ63M6GSFLli04/CVBKMyXhr0hWaM5RDC5RpYWclrE81ZWhv49oj+PMrL0LttOhbrniF0hVMlYNDOIIT8OEMSnADZagCAw4P8ATPzp3z6Lw4r9PSJWfWcwB/5Lz9AD/BkDU=</latexit><latexit sha1_base64="/rIU2NI623UQfeTNEJGTR7mASLA=">AAAB6HicbZC7SgNBFIbPeo3rLWppMxgEq7Bro40YtLFMwFwgCWF2MpuMmZ1dZs4KYckT2FgoYqsPY28jvo2TS6GJPwx8/P85zDknSKQw6HnfztLyyuraem7D3dza3tnN7+3XTJxqxqsslrFuBNRwKRSvokDJG4nmNAokrweD63Fev+faiFjd4jDh7Yj2lAgFo2itCnbyBa/oTUQWwZ9B4fLDvUjev9xyJ//Z6sYsjbhCJqkxTd9LsJ1RjYJJPnJbqeEJZQPa402LikbctLPJoCNybJ0uCWNtn0IycX93ZDQyZhgFtjKi2Dfz2dj8L2umGJ63M6GSFLli04/CVBKMyXhr0hWaM5RDC5RpYWclrE81ZWhv49oj+PMrL0LttOhbrniF0hVMlYNDOIIT8OEMSnADZagCAw4P8ATPzp3z6Lw4r9PSJWfWcwB/5Lz9AD/BkDU=</latexit><latexit sha1_base64="DzF5koUpPwIvXkf31NeVijvAmQI=">AAAB6HicbZA9SwNBEIbn4leMX1FLm8UgWIU7Gy2DNpYJmA9IjrC3mUvW7H2wOyeEkF9gY6GIrT/Jzn/jJrlCE19YeHhnhp15g1RJQ6777RQ2Nre2d4q7pb39g8Oj8vFJyySZFtgUiUp0J+AGlYyxSZIUdlKNPAoUtoPx3bzefkJtZBI/0CRFP+LDWIZScLJWg/rlilt1F2Lr4OVQgVz1fvmrN0hEFmFMQnFjup6bkj/lmqRQOCv1MoMpF2M+xK7FmEdo/Oli0Rm7sM6AhYm2Lya2cH9PTHlkzCQKbGfEaWRWa3Pzv1o3o/DGn8o4zQhjsfwozBSjhM2vZgOpUZCaWOBCS7srEyOuuSCbTcmG4K2evA6tq6pnueFWard5HEU4g3O4BA+uoQb3UIcmCEB4hld4cx6dF+fd+Vi2Fpx85hT+yPn8Ad7rjPQ=</latexit>
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Figure 6.5: Feynman Diagrams for ⇤(t, u) upto O(U2). The diagrams are evaluated in
perturbation theory where all the lines represent non-interacting Green’s functions for the
OQS in presence of the initial source, i.e. GR/A(t � t

0) and GK(t, t0, u). We note that all
the external lines in the diagrams start from and end at the time of measurement t.

systems are plotted together in Fig. 6.4. The repulsive interaction reduces the long time

value of the entanglement entropy and leads to a faster decay of S
(2) from its peak value.

In the regime of U used in our calculation, we obtain ⇤(2)(t, 0) < 0, which regulates the

integral in equation 6.32.

Our analysis thus provides promising directions in constructing a controlled diagram-

matic expansion to calculate Renyi entropy in an interacting system from non-equilibrium

field theory approach. In order to extend this analysis beyond perturbation theory and

include the e↵ects of higher order connected Green’s functions in the dynamics, we need

to deal with the regulation of the series in the exponent in Eq. 6.32 carefully. Currently,

this is a topic under investigation and will be part of future studies.
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Figure 6.6: Feynman Diagrams for ⇤(2)(t, u) upto O(U2). In addition to the 2nd order
diagrams for ⇤(2) shown in (b), there are additional diagrams (not shown in the figure)
which can be obtained from the first order diagrams for ⇤(2) by adding first order corrections
to any one of the Green’s functions. The diagrams are evaluated in perturbation theory
where all the lines represent non-interacting Green’s functions for the OQS in presence of
the initial source, i.e. GR/A(t � t

0) and GK(t, t0, u). We note that all the external lines in
the diagrams start from and end at the time of measurement t.

6.5 Discussion

In this chapter, we have provided a new non-equilibrium field theoretic way of calculating

the evolution of the Wigner function and entanglement entropy of a many body interacting

bosonic system (open or closed) undergoing non-equilibrium dynamics starting from arbi-

trary initial conditions. Thermal equilibrium forms a special case of our approach. Our

method works equally well for the full density matrix of the system as well as a reduced

density matrix of a subsystem. Hence it can be used to calculate the Renyi entropy of a

subsystem without the use of replica methods and associated complicated boundary con-

ditions. Our work substantially expands the class of systems for which Wigner function
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and Renyi entropy can be calculated from field theoretic approaches, and provides a much

simpler pathway to calculate entanglement entropy in these systems. The formalism can

be used to study entanglement entropy in many other contexts including quantum phase

transitions and many body localization transitions.

The key result of this work is to identify the characteristic function of the Wigner

quasiprobability distribution (the Wigner characteristic function) as the Keldysh partition

function of the system with a quantum source function turned on only at the time of

measurement. For a subsystem, the sources need to be turned on only for degrees of

freedom residing in the subsystem. We use this technique to provide exact analytical

expressions for the time evolution of Winger function and Renyi entanglement entropy

of a Bosonic system undergoing non-equilibrium dynamics starting from arbitrary initial

conditions in terms of single-particle Green’s functions for non-interacting system and

connected multi-particle Green’s functions for an interacting system. We applied this new

formalism to study the evolution of Winger function and Renyi entanglement entropy in

transient dynamics of an non-interacting/ interacting open quantum system (OQS). We

make definite predictions of anti-correlation between negativity of Wigner function and

Renyi entropy for a 2 mode open quantum system, which can be tested by experiments.

To our knowledge this is the first work which cleanly relates the Wigner function (rather

its characteristic function) to a field theoretic quantity (i.e. the partition function in

presence of certain sources), thus providing a way to calculate this quantity in Bosonic

systems, where the size of the Hilbert space precludes more direct methods of calculation.

Our formalism is equally applicable to equilibrium as well as non-equilibrium systems,

to Markovian and non-Markovian dynamics for open quantum systems. This is also the

starting point of making di↵erent approximations for interacting systems. In this way, our

work opens up a new direction, where this formulation can be applied to large number of

specific systems with their associated approximations to understand evolution of quantum

many body systems in great details.

Another important aspect of our formalism is that this is not restricted only to the

systems starting from Gaussian initial state, rather it allows us to study evolution of

Wigner function and entanglement entropy of a system starting from arbitrary initial

density matrix. Hence, most of the interesting and physically relevant situations, where
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the system starts from a nom-thermal initial state and either approach towards a thermal

state or does not, can now be studied within the scope of this new formalism.
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Chapter 7
Conclusion

In this chapter, we summarize the main results of the thesis.

• Non-equilibrium field theory is a powerful technique to study quantum dynamics of a

many body system. However, the current formulation of this field theoretic approach

has a drawback that it can only e�ciently deal with systems starting from thermal

initial conditions. In this thesis, we have formulated a new extension of Schwinger-

Keldysh field theoretic description of dynamics of a quantum many-body (bosonic or

fermionic) system starting from an arbitrary athermal initial density matrix. This

extends the scope of applicability of the non-equilibrium field theory formalism to

a broad class of systems where the initial conditions of the system crucially govern

the subsequent dynamics and need to be tracked explicitly during the evolution.

This comprehensive action based formalism, developed in chapter 3, is valid for a

generic (interacting) many body system (open/closed) starting from arbitrary initial

density matrix. We have shown that in a quantum many body system, starting

from arbitrary athermal initial condition, physical correlation functions do not satisfy

Wick’s theorem. We have quantified the violation of Wick’s theorem in terms of

multi-particle correlators calculated in the density matrix.

• In chapter 4, we applied this formalism to work out the imbalance dynamics of

a strongly disordered (quasi-periodic) non-interacting and interacting (many body

localized) systems, both in 1 and 2 dimensions. We have established a new way

of extracting localization length from long-time imbalance in the system, which has

been measured in experiments to detect MBL. Our analysis reveals useful insights
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regarding the microscopic mechanism responsible for retention of the initial memory

in the long time dynamics, both in non-interacting and interacting systems.

• In chapter 5, we have studied non-Markovian dynamics of a many body open quantum

system induced by a vast set of non-analyticites in the bath spectral function. We

probed the dissipative stochastic dynamics both in the steady state as well as in

the transient phase within the recent extension of SK field theory formulated by us.

We have also provided a detailed connection between, (a) the cross-over time-scale

from the short time “quasi-Markovian” exponential decay to long time power law

decay and the location of the non-analyticity, and (b) the exponent of the power law

to the nature of the non-analyticity in the bath spectrum. We have discussed the

e↵ects of inter-particle interaction on these long-range memory kernels governing the

dynamics.

• In chapter 6, we have derived a new way of calculating Winger quasi-probability

distribution and Renyi entanglement in a generic quantum many body (open/closed)

system from SK field theory. This new technique completely bypasses the complicated

boundary conditions among the replica fields used in earlier methods using ground

state free field theory. We have provided exact analytical results of non-interacting

many body OQS and extended it to the presence of Kerr non-linearity under suitable

approximation.

The works presented in the thesis thus opens up a wide window to study a large class of

problems related to the dynamics of many body open quantum systems and disordered

systems, some of which we are pursuing currently.

• As a direct consequence of the violation of Wick’s theorem in dynamics starting arbi-

trary athermal initial conditions, formulating a diagrammatic perturbation theory for

the physical correlation functions in an interacting system is a hard task. This leads

to cumbersome derivative expansion of the intermediate Green’s functions w.r.t the

initial sources, introduced in chapter 3. In our current results on interacting systems,

presented in the thesis, we have bypassed this problem by neglecting the two-particle

and higher order initial correlators. This recovers Wick’s theorem. However, how to

include e↵ects of multi-particle initial correlations in the dynamics of an interacting
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system in an action based formalism, is an interesting and unresolved question which

needs to be explored in great details. We are addressing some of the related questions

in ongoing projects which will presented in future studies.

• In chapter 6, we have proposed a new non-equilibrium field theoretic approach of

calculating Wigner characteristics, Wigner quasi-probability distribution and Renyi

entropy for a generic Bosonic system. It would be interesting to generalize this formu-

lation for Fermionic systems expressed in terms of Grassmann fields. Some progresses

have been made in this direction using non-trivial extension of the formalism pre-

sented in chapter 6. This is currently under investigation and will be presented in

future works.
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Appendix A
Technical Details of Chapter 3

A.1 Calculation of N (u) and Ĝ(u) for the Diagonal Initial Density

Matrix

An important step in the formalism we have developed for a quantum many body sys-

tem starting from ⇢̂0 =
P

{n} c{n}|{n}ih{n}| is to invert the kernel Ĝ
�1(↵, t, �, t

0
, ~u) in the

inverse Green’s function analytically and obtain the closed form expression for the ~u de-

pendent normalization, N (u) = Det[�iĜ
�1(u)]�⇣ and also the Green’s function, Ĝ(u) with

the initial source ~u, as they serve as the building blocks for the further steps of the many

body formalism. In this appendix, we will work out the structure of calculating N (u) and

Ĝ(u) from Ĝ
�1(↵, t, �, t

0
, ~u) for a many body Bosonic system.

To construct these objects, it is useful to isolate the ~u dependent part in the action

from the from part independent of the initial condition to write,

Ĝ
�1(u↵) = Ĝ

�1(0) � �̂(u↵) (1.1)

where Ĝ
�1(0) = Ĝ

�1(↵, t; �, t
0)|~u=0 is the two component inverse Green’s function when

the system starts in the vacuum state, and is obtained by setting u↵ = 0. It is evident

from the text below equation 3.14, that the ~u dependent part � is finite only for the +�

component, i.e.

�++ = ��� = ��+ = 0 , �+�(↵, t; �, t
0
, ~u) = i�↵��t�t0u↵. (1.2)
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A.1. CALCULATION OF N (U) AND Ĝ(U) FOR THE DIAGONAL INITIAL
DENSITY MATRIX

Now, we will write,

Det[�iĜ
�1(~u)] = e

Tr[log{�iĜ�1(~u)}]

which leads to,

Tr[log{�iĜ
�1(~u)}] = Tr[log{�iĜ

�1(0)}] + Tr[log{1 � Ĝ(0)�̂(~u)}]

= Tr[log{�iĜ
�1(0)}] � Tr


Ĝ(0)�̂(~u) +

1

2
Ĝ(0)�̂(~u)Ĝ(0)�̂(~u) + ..

�

(1.3)

where,

Tr

h
Ĝ(0)�̂(~u)

i
= Tr

h
Ĝ�+(0)�̂+�(~u)

i
= i

X

↵

G�+(↵, 0; �, 0; 0)u↵ =
X

↵

u↵. (1.4)

Here the vacuum Green’s functions Ĝ(0) = Ĝ
vare given by

G
v
�+(↵, t; �, t

0) = �i

X

a

 
⇤

a(�) a(↵)e�iEa(t�t0)
, G

v
+�

(↵, t; �, t
0) = 0,

G
v
++(↵, t; �, t

0) = ⇥(t � t
0)Gv

�+(↵, t; �, t
0) , and G

v
��

(↵, t; �, t
0) = ⇥(t0 � t)Gv

�+(↵, t; �, t
0),

(1.5)

where Ea are the eigenvalues and  a(↵) are the corresponding eigenvectors of the Hamil-

tonian of the multimode system. Using the orthogonality property of eigenmodes we get,

iG�+(↵, 0; �, 0; 0) = �↵,� at the initial time t = t
0 = 0, Similarly,

Tr

h
Ĝ(0)�̂(~u)Ĝ(0)�̂(~u)

i
=

1

2
Tr

h
Ĝ�+(↵, 0; �, 0; 0)iu�Ĝ�+(�, 0; �, 0; 0)iu�

i
=

1

2

X

↵

u
2
↵.

(1.6)

Using similar argument for all terms in the expansion (equation 1.3) and adding them up,

we obtain,

Tr[log{�iĜ
�1(~u)}] = Tr[log{�iĜ

�1(0)}] +
X

↵

log (1 � u↵)

Det[�iG
�1] = Det[�iG

�1(0)]
Y

↵

1 � u↵ (1.7)
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which is quoted in equation 3.15.

Now, we will show how to invert the kernel Ĝ
�1(u) to obtain closed form answer for

Ĝ(u). We have,

Ĝ(~u) =
h
Ĝ

�1(0) � �̂(u↵)
i�1

= Ĝ(0)
h
1 � Ĝ(0)�̂(u↵)

i�1

= Ĝ(0) + Ĝ(0)�̂(u↵)Ĝ(0) + Ĝ(0)�̂(u↵)Ĝ(0)�̂(u↵)Ĝ(0) + ...

We will show here the structure of the above sum for one of the components, say G++(↵, t; �, t
0; ~u).

The expansion of Ĝ++(~u) can be written as,

G++(↵, t; �, t
0; ~u) = G

v
++(↵, t; �, t

0) + i

X

�

G
v
++(↵, t; �, 0)u�G

v
�+(�, 0; �, t

0)

+ i
2
X

�,

G
v
++(↵, t; �, 0)u�G

v
�+(�, 0;, 0)uG

v
�+(, 0; �, t

0) + ..

= G
v
++(↵, t; �, t

0) + i

X

�

G
v
++(↵, t; �, 0)u�G

v
�+(�, 0; �, t

0)

+ i

X

�

G
v
++(↵, t; �, 0)u2

�G
v
�+(�, 0; �, t

0)

= G
v
++(↵, t; �, t

0) + i

X

�

u�

1 � u�
G

v
++(↵, t; �, 0)Gv

�+(�, 0; �, t
0)(1.8)

Similar arguments will apply to the other components as well which will lead to equation

for Gµ⌫(↵, t; �, t
0; ~u).
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Technical Details of Chapter 4

B.1 Skeleton Expansion for Self-energies in Interacting Fermionic

System

In section 4.8, we have worked out the imbalance dynamics in an interacting Fermionic

system where the particles are interacting via nearest-neighbour interaction. We have

obtained the self-energies by the skeleton expansion of ⌃R and ⌃K , evaluating all the

diagrams shown in Fig. 4.15 and Fig. 4.16. In this appendix, we will write down the

explicit expressions of the self-energies, for the convenience of the readers. The retarded

self-energy is given by,

⌃R(i, t; j, t0) = �i,j�(t � t
0)(�iU) [GK(i � 1, t; i � 1, t) + GK(i + 1, t; i + 1, t)]

+ �(t � t
0)(iU) [�i,i+1GK(i, t; i + 1, t) + �i,i�1GK(i, t; i � 1, t)]

+ U
2
X

īj̄

h
GR(̄i, t; j̄, t0)GK(i, t; j, t0)GK(j̄, t0; ī, t)

+ GK (̄i, t; j̄, t0)GR(i, t; j, t0)GK(j̄, t0; ī, t)

+ GR(̄i, t; j̄, t0)GR(i, t; j, t0)GA(j̄, t0; ī, t)

+ GK (̄i, t; j̄, t0)GK(i, t; j, t0)GA(j̄, t0; ī, t)

� GK (̄i, t; j, t0)GR(i, t; j̄, t0)GK(j̄, t0; ī, t)

� GR(̄i, t; j, t0)GK(i, t; j̄, t0)GK(j̄, t0; ī, t)

� GR(̄i, t; j, t0)GR(i, t; j̄, t0)GA(j̄, t0; ī, t)

� GK (̄i, t; j, t0)GK(i, t; j̄, t0)GA(j̄, t0; ī, t)
i

(2.1)
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where ī and j̄ are the nearest-neighbour sites of i and j respectively. The Keldysh self-

energy is given by,

⌃K(i, t; j, t0) = U
2
X

īj̄

h
GR(̄i, t; j̄, t0)GR(i, t; j, t0)GK(j̄, t0; ī, t)

+ GK (̄i, t; j̄, t0)GK(i, t; j, t0)GK(j̄, t0; ī, t)

+ GR(̄i, t; j̄, t0)GK(i, t; j, t0)GA(j̄, t0; ī, t)

+ GK (̄i, t; j̄, t0)GR(i, t; j, t0)GA(j̄, t0; ī, t)

� GR(̄i, t; j, t0)GR(i, t; j̄, t0)GK(j̄, t0; ī, t)

� GK (̄i, t; j, t0)GK(i, t; j̄, t0)GK(j̄, t0; ī, t)

� GK (̄i, t; j, t0)GR(i, t; j̄, t0)GA(j̄, t0; ī, t)

� GR(̄i, t; j, t0)GK(i, t; j̄, t0)GA(j̄, t0; ī, t)
i

(2.2)
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C.1 Power Law Tails and Non-analytic Bath Spectral Functions

In section (5.3) and (5.4), we have claimed that the non-analyticity of the bath spectral

function leads to power law tails in self energies and Greens’ functions using Keldysh

formalism. We have also claimed that the exponent of the power law depends solely on

the nature of the non-analyticity and is independent of its location. In chapter 5, we had

shown this with an exact expression for retarded self-energy for the spectral function of

semi-infinite bath having J(!) = ⇥(4t2B � !
2)(2/tB) (1 � !

2
/(4t2B))1/2. In this appendix ,

we make the connection between non-analyticites of J(!) and power law tails clearer by

showing the relation between the non-analyticity and the exponent of the power law for

⌃K(t � t
0) and G

R/K(t � t
0) for the semi-infinite bath, where the Fourier transform cannot

be obtained in a closed form. To do this, we will first focus on non-analyticity in ⌃K(!) for

J(!) = ⇥(4t2B � !
2) 2

tB

q
1 � !2

4t2B
and show how this is connected to power law exponent .

This connection will help up in understanding the nature of power law for any non-analytic

spectral function , if we know its leading order non-analytic piece. We will then use this

argument to show that ⌃K(!), GR(!), GK(!) all have the same leading singularity and

hence the same power law tail appears in their long time profile. The Keldysh self energy

is given by,

⌃K
l (t � t

0) = �i✏
2

Z
d!

2⇡
J(!) coth


! � µl

2Tl

�
e
�i!(t�t0) (3.1)

We note that the chemical potential, µl < �2tB and hence coth
h
!�µl

2Tl

i
is a smooth function

in the integration range and J(!) and hence ⌃K(!) is non-analytic only at ! = ±2tB .
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Expanding w = ±2tB(1 � �) we get J(!) ⇠ �
1
2 for � ! 0+ and hence the integrand

I(!) = 1
2⇡J(!) coth

h
!�µl

2Tl

i
can be expanded as I(±2tB(1 � �)) =

P
1

n=0 C
±

n �
n+ 1

2 where

C
±

0 =
p
2

⇡ tB
coth

h
±2tB�µl

2Tl

i
. Considering the combination of the non-analytic piece , we get,

⌃K(t � t
0) = �i✏

2 2tB

1X

n=0

h Z 1

0

d� C
+
n �

n+ 1
2 e

�i(1��)⌧ +

Z 1

0

d� C
�

n �
n+ 1

2 e
i(1��)⌧

i

= �i✏
2 2tB

⌧
3
2

h
e
�i⌧

Z ⌧

0

dz

1X

n=0

C
+
n

⌧n
z
n+ 1

2 e
i z + e

i⌧

Z ⌧

0

dz

1X

n=0

C
�

n

⌧n
z
n+ 1

2 e
�i z
i

(3.2)

where ⌧ = 2tB (t�t
0) ,z = � ⌧ and the subscript l is dropped here for notational convenience.

These integrations can be performed in the form of incomplete Gamma function �(↵, z),

Z ⌧

0

dz z
n+ 1

2 e
i z = �(�i)�n� 3

2

h
�(n +

3

2
, �i⌧) � �(n +

3

2
, 0)
i

(3.3)

which has its asymptotic form,

�(n +
3

2
, �i⌧) = e

i⌧ (�i⌧)n+
1
2

"
1 +

i

⌧

⇣
n +

1

2

⌘
+ O

✓
1

⌧ 2

◆#

Using this and substituting the values of C
±

0 , we obtain ⌃K(t � t
0) which is given by

equation (3.4). It is thus clear that the leading order power law tail in ⌃K(t � t
0) goes as

|t � t
0|� 3

2 .

⌃K(t � t
0) ⇠ �i✏

2
tB

r
⇡

|2tB(t � t0)|3

 
(�i)�

3
2 e

�i2tB(t�t0)
C

+
0 + (i)�

3
2 e

i2tB(t�t0)
C

�

0

!

+ O
✓

1

⌧ 2

◆

⇠ �i✏
2

s
2

⇡ |2tB(t � t0)|3

 
e
�i[2tB(t�t0)� 3⇡

4 ] coth


2tB � µ

2T

�

+ e
i[2tB(t�t0)� 3⇡

4 ] coth


�2tB � µ

2T

�!
+ O

✓
1

⌧ 2

◆
(3.4)
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The leading order answer for Im[⌃K(t � t
0)] is then ,

Im[⌃K(t � t
0)] ⇠ �✏2

s
2

⇡ |2tB(t � t0)|3

 
coth


2tB � µ

2T

�

+ coth


�2tB � µ

2T

�!
cos


2tB(t � t

0) � 3⇡

4

�
(3.5)

The expression , without the oscillation , is plotted in Fig. [1] as a solid line and matches

with the numerically obtained plot very well.

Having shown the connection between the non-analyticity and power law tails, we now

show that for the 2-site model , G
R
1,2 also has a |t � t

0|� 3
2 tail . Similar considerations

will apply for other G
R
i,j and G

K
i,j , both in the 2 site model and in the chain. Writing

D = D0
+ iD00

the retarded Greens’ function G
R
1,2 is given by,

Re
⇥
G

R
1,2

⇤
= �1

g

D02 � D002 � 1

(D02 � D002 � 1)2 + 4D02D002

Im
⇥
G

R
1,2

⇤
= �1

g

�2D0D00

(D02 � D002 � 1)2 + 4D02D002
(3.6)

where

D0

=
1

g

"
w

✓
1 � ✏

2

2t2B

◆
+
✏
2

tB
sign(!)⇥

�
|!| � 2tB

�
s

!2

4t2B
� 1

#

D00
=

1

g

✏
2

tB
⇥
�
4t2B � !

2
�
s

1 � !2

4t2B
(3.7)

We note that D00 ⇠ �
1
2 for ! = ±2tB(1 � �) while D0 ⇠

⇣
1 + C0 �

1
2

⌘
for ! = ±2tB(1 + �)

and one needs to consider all these non-analytic pieces to calculate the power law tail. For

Fourier transform of Im[GR
1,2] , the integration goes from �2tB < ! < 2tB and since D0

is smooth in this region, only non-analyticity of D00
leads to power law. One can then

follow an argument similar to that of ⌃K(t � t
0) and show that leading �

1
2 non-analyticity

implies a power law ⇠ |t � t
0|� 3

2 . For Re[GR
1,2], the argument is more complicated. The

integral is broken into three ranges, (a) from �1 to �2tB , (b) from 2tB to 1 and (c)

from �2tB to 2tB. Note that in the regions (a) and (b) the integrand can be expanded
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near ! = ±2tB(1 + �) as
P

1

n=0 C
±

n �
n
2 coming from D02 while the same in the region (c)

goes as
P

1

n=0 C
±

n �
n near ! = ±2tB(1 � �). Then all the three integral in the ranges (a) ,

(b) and (c) have O (⌧�1) coe�cients which add up to zero and only integrals (a) and (b)

contribute to obtain a finite O
⇣
⌧
�

3
2

⌘
coe�cient. Thus Fourier transform of Re[GR

1,2] also

scales as |t � t
0|� 3

2 for |t � t
0| ! 1. We note that similar arguments can also be applied in

analysis of G
K to show its |t � t

0|� 3
2 decay in the long time limit.

C.2 Exponential Decay of Current in a Linear Chain

In section 5.4, we have derived the retarded and the Keldysh Greens’ function for a linear

chain, where each site is coupled to an independent bath with its own temperature and

chemical potential. In section section 5.5 , we found that when the baths have a common

temperature but chemical potential of the bath varies linearly with lattice site no., the

current in the links of the system show an exponential decay in space, away from the

edges of the chain. In this appendix we use the analytic forms of the Greens’ function in

section 5.4 and consider their low temperature form to explain the exponential decay of

current. We will also show that the decay length is proportional to the temperature of the

baths. To illustrate this, we use eqns. 5.14 and 5.16 to write,

G
K
l,l+1 = i

✏
2

J(w)

g2 |MN |2

 
MN�l M

⇤

N�l�1

lX

j=1

|Mj�1|2 coth


w � µj

2T

�

+Ml�1 M
⇤

l

NX

j=l+1

|MN�j|2 coth


w � µj

2T

�!
(3.8)

where Ml is now written in a form di↵erent from eqn 5.15 to facilitate the derivation. We

now write,

Ml =
y
l+1 � 1

yl+1

2
q

D2

4 � 1
with y =

D
2

+

r
D2

4
� 1 (3.9)

where D is given by eqn (3.7) of Appendix C.1. One can easily check that this definition

of Ml is equivalent to that in equation 5.15.

We now consider the low temperature limit , where (! � µj) >> T , 8 ! and 8 j . In

this case, coth
⇥w�µj

2T

⇤
⇠ 1+2 e

�(!�µj)/T = 1+2e�(!�µ1+⌫)/T e
⌫ j/T where µl = µ1+⌫ (l�1)

with ⌫ = dµ
dx setting the slope of linear variation of µ . Now the first term in the expansion
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of coth must sum up to zero , since this has no information about the variation of µ across

the chain and current must be zero if all µj = µ . We then focus on the second term.

Writing y = re
i✓, we then get for this term,

lX

j=1

|Mj�1|2 coth


w � µj

2T

�
= 2 e

�(!�µ1+⌫)/T
lX

j=1

⇥
r
2j + r

�2j � 2 cos(2j ✓)
⇤

e
⌫ j/T

lX

j=1

|MN�j|2 coth


w � µj

2T

�
= 2 e

�(!�µ1+⌫)/T
lX

j=1

h
r
2(N�j+1) + r

�2(N�j+1)

� 2 cos
�
2(N � j + 1) ✓

�i
e
⌫ j/T

Now, we can have either r > 1 or r < 1 . We will first focus on the case r > 1 and later

show that similar argument works for r < 1. Here, we are interested in the region of the

chain far away from its boundary so that r
N

>> r
l. The first series can then be summed

(GP) to obtain terms like,
h�

r
2
e
⌫/T
�l � 1

i
r
2
e
⌫/T

/
�
r
2
e
⌫/T � 1

�
+ r $ e

±i✓. One can then

multiply with appropriate factors using equation (3.8) to obtain G
K
l,l+1 whose leading order

terms fall o↵ exponentially ⇠ e
⌫ l/T where the other terms are suppressed by factor of r

2N

coming from |MN |2. This shows that ⇠ = T / ⌫ and explains the linear scaling of ⇠ with T

seen in Fig 3(f). One can similarly work out the other terms and the conclusion obtained

above remains robust. If r < 1, one can neglect r
i in favour of r

�i , but the final conclusion

I ⇠ e
⌫ l/T works out. Note that ⌫ < 0 in our case, and hence this indicates a decay of

current in space. A similar argument can be made for the density profile, except the term

with 1 in the expansion of coth does not sum to zero. So n(x) ⇠ n0 + n1e
⌫ l/T , i.e the

variation around the constant value decays exponentially.

C.3 E↵ect of Interaction on Non-Markovian Dynamics

In section 5.7 , we had shown that, within mean field theory , the exponential decay in

the temporal profile of the Greens’ functions of the interacting system is slower than that

of the non-interacting system, and hence the time scale for cross-over from the ”quasi-

Markovian” to non-Markovian dynamics increases. We argued this based on the fact that

imaginary part of the one of the poles of the Greens’ function, which controls the decay

rate, decreases with interaction. In Fig [C.1] , we plot the di↵erences in imaginary part

of the pole between non-interacting and interacting systems as a function of U and V .
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Figure C.1: The di↵erence between the imaginary part of the pole for the non-interacting
case (z

00
0 ) and those of the interacting case (z

00
±
) is plotted as a function of the interaction

strength U/tB and V/tB for the 2-site model connected to two independent baths of same
temperature T = 0.625tB but di↵erent chemical potential µ1 = �2.5tB and µ2 = �5.0tB
where we use g = 0.5tB , ✏ = 0.2tB. It shows that in the entire parameter space of the
interaction strength , one of the two poles (z+) of the interacting model always has smaller
imaginary part than the non-interacting one. Hence the cross-over timescale from the
exponential decay to power law tail in Greens’ function and consequently in unequal time
obsevables always shifts to larger t � t

0 values as depicted in Fig. 6(c).

We have considered a 2-site system with g = 0.5tB , ✏ = 0.2tB , coupled to two baths

with common temperature T = 0.625tB , µ1 = �2.5tB and µ2 = �5.0tB. We find that the

di↵erence > 0 for all U and V for one of the poles , i.e, the non-interacting Greens’ function

decay faster. For the other pole , the di↵erence is negative for small vales of U and V and

becomes positive for larger values of U and V . We note that the long time decay (before

power law tail) is governed by the smallest decay rate , and hence the cross-over time scale

increases for all U and V .
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Fischer, Ronen Vosk, Ehud Altman, Ulrich Schneider, and Immanuel Bloch. Obser-

vation of many-body localization of interacting fermions in a quasirandom optical

lattice. Science, 349(6250):842–845, 2015.

[31] Jae-yoon Choi, Sebastian Hild, Johannes Zeiher, Peter Schauß, Antonio Rubio-

Abadal, Tarik Yefsah, Vedika Khemani, David A. Huse, Immanuel Bloch, and Chris-

tian Gross. Exploring the many-body localization transition in two dimensions.

Science, 352(6293):1547–1552, 2016.

[32] C. J. Turner, A. A. Michailidis, D. A. Abanin, M. Serbyn, and Z. Papić. Weak
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[64] Henrik P. Lüschen, Pranjal Bordia, Sean S. Hodgman, Michael Schreiber, Saubhik

Sarkar, Andrew J. Daley, Mark H. Fischer, Ehud Altman, Immanuel Bloch, and

Ulrich Schneider. Signatures of many-body localization in a controlled open quantum

system. Phys. Rev. X, 7:011034, Mar 2017.
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