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Chapter 1

Introduction

The central theme of investigation of my thesis is the interplay between the conjugate
variables - number and phase - in strongly disordered or inhomogeneous systems which are
also strongly correlated. In these systems the charge degrees of freedom tend to get localized
in space and can be counted by the number operator, n̂. The conjugate to n̂ is the phase
operator φ̂ and they satisfy the commutation relation (h̄ is taken to be unity),

[φ̂i, n̂ j] = iδi j, (1.1)

where the indices i, j refer to some coarse-grained spatial points. The commutation relation
expresses the fact that the quantum states cannot not have well-defined local number and
phase simultaneously. One can then qualitatively identify different charge transport regimes
(see also Fig 1.1) :

1. Superconducting - local number fluctuations are large and this leads to global phase
coherence.

2. Weakly conducting or insulating - both the phase and number fluctuates locally.

3. Superinsulating - the number does not fluctuate locally where as local phase fluc-
tuations are strong. This perfectly insulating regime is currently an area of intense
theoretical and experimental research and is also a subject of my thesis work.

In a superconductor or a good metal it is well known that potential fluctuations (and
hence phase fluctuations) are suppressed due to the large value of the conductivity and thus
can be treated perturbatively. The phase fluctuations increase as the disorder is increased.
Near the insulator transition, as the number fields become progressively well-defined the
phase fluctuations become strong and can no longer be treated perturbatively. The main
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Figure 1.1 Classification of different transport regimes based on the strength of number
or phase fluctuations

subject of study of my thesis work is the role of these phase fluctuations in the transitions
across the various transport regimes. One common feature shared by all the model systems
that I have studied is that they are granular - metallic or superconducting (SC) mesoscopic
grains separated by an insulating background. This granularity can be either engineered or
emergent as in the case of disordered superconductors (discussed in Chapter 2).

My thesis work consists of three different research projects related to the above mentioned
theme which I briefly describe below.

1. Magneto-response in strongly disordered superconductor
films
Physical Review B 94, 054520 (2016)

Strongly disordered superconductor thin films in the normal state often show a colossal
positive magnetoresistance (in many cases the resistance grows by five or more orders of
magnitude upon application of fields of a few Tesla) followed by a similarly large negative
magnetoresistance (see e.g. Ref [124]). In the past, numerical simulations of disordered
superconductors using the mean-field BdG approximation (see e.g. Ref [47]) have attributed
this behavior to the changing proportions of superconducting and normal regions as a function
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of the field - however, analytical studies of this phenomenon have been rare. In addition,
phase fluctuation effects which are known to govern many other properties of these systems
such as the field dependence of superfluid stiffness are not often taken into account.

To attack this problem, we construct a field dependent Josephson-Junction(JJ) model:
strongly disordered SC films are known to have a granular structure [70, 48] consisting of
SC islands in an insulating background, and connected by Josephson tunneling of Cooper
pairs. To construct the model, we first study a model of weakly repulsive bosons (pre-
formed Cooper pairs) in a disordered potential in two dimensions subjected to a uniform
perpendicular magnetic field. For this we generalize Lifshitz tail like arguments that had been
developed earlier for the zero field case (see e.g. Ref [55]) to the finite field case. The main
idea is that the bosons fill the deep wells of the potential and the weak repulsion results in a
spread of the Cooper pair islands across the film. The magnetic field affects the properties
through enhanced localization of particles (diamagnetic orbital shrinking). We obtain the
field dependence of the typical size of the islands, the typical distance between them and the
typical strength of boson tunneling between neighboring islands and using these construct
the aforementioned field dependent JJ model.

Analyzing the model in different parameter regimes - dominated by Coulomb blockade,
thermal phase fluctuations or disorder in Ahranov-Bohm phases, we calculate magnetore-
sistance and field dependence of superfluid stiffness of the system. For the case of the
Ahranov-Bohm phase disorder dominated regime, we use the scaling analysis of disordered
classical XY models with quenched phase disorder developed earlier by Carpentier and Le
Doussal [34]. We estimate the dependence of the variance of the Ahranov-Bohm phase
on the magnetic field and obtain the magnetoresistance in the critical region of the super-
conductor to insulator transition (SIT). Using the renormalization group equations derived
in the aforementioned work, we show that the superfluid stiffness in the superconducting
phase drops more rapidly in this regime at small fields (∼ exp(−B)) compared to that in the
thermal phase fluctuation dominated regime (∼ exp(−B2)). This prediction of ours may be
tested in penetration depth or AC conductivity experiments.

2. Disordered BKT transition and superinsulation
Physical Review B 97, 020507(R) (2018)

Disordered SC films in the insulating phase near an SIT sometimes show a surprising
transition to a state of apparent zero conductance as the temperature falls below a critical
value. The mechanism of this phenomenon and the nature of the conductance collapse is an
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exciting open question. Near the SIT, the dielectric constant of a film diverges and this can
result in a logarithmic interaction [83] between charge excitations in the superconducting
islands. This two dimensional Coulomb gas can then undergo a charge Berezinskii-Kosterlitz-
Thouless (BKT) transition and it has been proposed that the superinsulator transition is of
the charge BKT type [145], analogous to the vortex BKT transition that occurs in the 2D
SIT. An alternate proposal, based on the idea that the Cooper pairs are weakly coupled to
phonons, is that the superinsulator is the manifestation of a many body localized (MBL)
phase [113]. There are experimental reports of BKT like (σ(T )∼ exp(−1/(

√
T −TBKT ))

[101] and a more singular Vogel-Fulcher-Tamann(VFT) like (σ(T )∼ exp(−1/(T −TV FT ))

critical behavior of the conductivity [113] near the transition.
We investigate the possibility of VFT behavior in a charge BKT frame work. The key

idea that we propose is that, the quenched random potential within a SC island can result
in quenched random dipole moments of the islands. We then show that these quenched
random dipole moments results in the charge excitations to experience a disorder potential
that is logarithmically correlated. We further show that the strength of this disorder potential
increases with increasing temperature. Then for sufficiently strong disorder, we derive the
VFT critical behavior. We understand the crossover from the BKT to VFT critical behavior as
a consequence of the freezing of charge dipole excitations that is known to occur in the case
where dipole-dipole interactions are neglected [137];the freezing of charge dipole excitations
results in poorer electrostatic screening and hence a more singular VFT behavior. Based on
this, we propose the existence of an ergodic and non-ergodic regime in the superinsulator.

3. Keldysh field theory of nonequilibrium transport in a dis-
sipative Mott insulator
arXiv:1808.07064

The problem of charge transport in regular lattice systems subjected to a uniform electric
field has been extensively studied in the past. Non-interacting systems in the absence of
any dissipative mechanisms are known to exhibit Bloch oscillations due to coherent Bragg
reflection of particles at the Brillouin zone boundary. On the other hand the nature of non-
equilibrium transport in interacting systems is not well understood. It is commonly believed
that steady state transport becomes possible in these systems in the presence of inelastic
relaxation processes. Most of the existing studies that take into account these dissipative
mechanisms work in the regime of weak inter-particle interactions. In recent times, the
problem of nonequilibrium steady state transport in the presence of dissipation and strong
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correlations (e.g. in Mott insulators) has attracted considerable attention. In the absence of
dissipation, it has been shown that the non equilibrium Mott insulator system also exhibit
oscillatory behavior, which tends to the non-interacting Bloch oscillations at large field
strengths, and not steady state transport [109]. Two different strategies have been pursued
for the dissipative case: (a) Study of the Keldysh theory of a Mott-Hubbard model where the
dissipation is introduced as a coupling to some environment degrees of freedom using the
dynamical mean-field theory (DMFT) approximation [17], (b) Study of parity-time reversal
(PT) symmetric non-Hermitian Hubbard models, where the dissipation is encoded in terms
of the extent of non-Hermiticity in the Hamiltonian [140]. One shortcoming of the DMFT
approach is that it is essentially a spatially local theory that may miss long range spatially
correlated hopping processes. On the other hand, in PT-symmetric models, a microscopic
derivation of the non-Hermitian Hamiltonian - which is their starting point - is still an open
problem.

From a theoretical perspective, granular lattice systems (granular lattice refers to the sites
being of mesoscopic sizes and thus can harbor many energy levels) offer an ideal playground
to study non-equilibrium phenomena, since the presence of many electrons within a grain
provides a natural heat bath. This system of metallic grains arranged in a regular lattice has
been extensively studied in the literature in the equilibrium limit (see for e.g. Ref. [23]).
Under certain conditions, these systems are well described by a dissipative Ambegaokar-
Eckern-Schon (AES) action [11], formulated in terms of the fluctuating electromagnetic
phases on the different grains. In the non-equilibrium case, a Keldysh generalization of this
action has been considered in the context of a single quantum dot coupled to external leads
[2]. However there has been no generalization of this approach to infinite granular metal
systems where Mott insulator to conductor transition can be expected to occur.

In this work, we first obtain a Keldysh generalization of the AES action for the case of a
one dimensional granular chain subjected to a uniform electric field. A key new ingredient in
the granular chain case compared to the quantum dot case is that here higher order tunneling
processes can become more relevant since co-tunneling across multiple grains can result in
energy gain from the potential gradient. We calculate the electric current in this model as a
function of the applied electric field that is turned on at some time say t = 0. After the field
is turned on the current response to leading order in the inter-grain tunneling conductance,
g, shows an oscillatory transient response whose primary components are the two beat
frequencies, ω± = |D±2Ec|., where D is the potential drop between two sites and EC is the
Coulomb blockade scale. These oscillations arise from a combination of the periodicity of
the lattice, Coulomb correlations, and charge quantization. These beat frequencies have also
been observed [17] in DMFT calculations of the dissipative Hubbard model in the form of
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“island” features in the spectral function, and in the dissipationless Bose-Hubbard model
[30]. In the absence of correlations (EC = 0), these oscillations would correspond to the
Bloch oscillation frequency ωB = |D|. At long times, we show that the amplitude of these
oscillations decays in accordance with an inverse square law. Remarkably, the dissipation,
which is responsible for the decay of the amplitude of these oscillations, is nevertheless
unable to suppress the coherent quantum effects in a finite time scale. Apart from these
oscillations, the current also has a finite DC component for |D|> 2EC, (2EC is the energy
required to create a particle-hole excitation in neighboring grains) and is a direct consequence
of the presence of dissipation.

Next, to understand the nature of the DC response at small fields, |D|< 2EC, we consider
the long time limit of the current response. For this purpose, we take into account higher order
co-tunneling processes over multiple dots such that the Coulomb blockade is offset by the
extra potential energy gain. We obtain analytic expressions for the field dependence of current
up to O(g2). The analysis of higher order terms at arbitrary field strengths rapidly becomes
very complicated; however we infer some general features. In the zero temperature limit,
there is a hierarchy of thresholds, D(n)

th = 2EC/n, with the nth order current corresponding
to the matching of the Coulomb scale with the electrostatic potential energy gain from
co-tunneling over n successive dots. The leading order in g contributions to the current near
these thresholds has the form

j(n)(D)∼ nDgn(1−2EC/nD)2n−1
Θ(nD−2EC), (1.2)

where Θ is the Heaviside step function. Based on this expression, we show that at low fields
and small g, the field dependence of the current has the LZS form, j(D)∼D[g/ ln2(1/g)]2EC/D,

but with qualitative differences from the LZS particle-hole pair production probability
P ∼ e−E2

C/cD for the non-dissipative Hubbard chain at half filling [109] deep in the Mott
insulator phase.

An important question relates to the nature of the transition from the Mott insulating
state to a conducting state as a function of the field. In the dissipation free case, it is
evident from the expression for the LZS pair production probability that it is a crossover,
howsoever sharp, and not a true phase transition. A true phase transition to a metallic state is
indicated if the perturbation expansion for the current made from within the Mott insulator
phase diverges as a function of g(≤ 1) or D(< 2EC). If the form of the current is assumed
to have the form shown in Eq. (5.7) for a finite but small field strength away from the
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thresholds, then the criterion for divergence of the perturbation expansion for the current is
D > DC = 2EC(1−

√
g/g0).

The rest of this thesis is organized as follows. Chapter 2 gives a quick overview of the
phenomenology of disordered superconductors that is relevant to the first two projects. Here I
discuss the emergent granularity and importance of phase fluctuations in strongly disordered
superconductors and is followed by a discussion on the Josephson-junction model that we use
to study the various phenomena. Chapters 3, 4 and 5 respectively discuss the three research
projects mentioned above. Finally I conclude by summarising the main findings of my thesis
research projects.





Chapter 2

Disordered superconductors

2.1 Introduction

Superconductivity is a fascinating macroscopic quantum phenomenon that is characterized
by a vanishing electrical resistance and expulsion of magnetic fields when certain materials
are cooled below a critical temperature. The experimental discovery of superconductivity
by H. K. Onnes [112] in 1911 and its understanding in the form of a microscopic theory
by J. Bardeen, L. Cooper and J. R. Schrieffer (BCS Theory [20]) in 1957 are important
milestones of the 20th century Physics. According to BCS theory (a short summary of BCS
theory is given in Appendix C), in the presence of an attractive interaction the electrons
near the Fermi surface become unstable against the formation of Cooper pairs (CPs) at
sufficiently low temperatures. The Cooper pairing results in a gap in the single particle
electronic density of states (DoS), called the superconducting(SC) gap, Egap. Below the SC
transition temperature, Tc, CPs condense into a phase coherent macroscopic ground state.
This SC state is characterized by an order parameter, ∆ =

〈
c↑c↓

〉
, where c is the annihilation

operator for electrons from the filled Fermi sea and {↑,↓} denotes the spin. In the BCS
theory, Egap = |∆|. The vanishing of electrical resistance follows from the fact that this
ground state can support a finite electric current and the single particle excitations from the
ground state are gapped. Much of the properties of superconductivity can similarly be traced
back to the existence of this macroscopic phase coherent ground state and the presence of a
gap in the single particle DoS.

In conventional BCS theory, the attractive interaction responsible for Cooper pairing is
mediated by phonons. A qualitative picture of this phenomenon is as follows: the motion
of an electron through a metal causes a dynamic local distortion of the crystal and results
in a local excess positive charge. There are two widely separated time scales associated
with this : E−1

F and ω−1
D . The inverse Fermi energy, E−1

F , is the time scale for an electron
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to traverse the immediate vicinity of a lattice ion and to trigger the distortion. The inverse
Debye frequency, ω−1

D , is the typical time for the lattice distortion to relax to its equilibrium
position. Typically, ω−1

D ≫ E−1
F . Thus long after the first electron has passed, a second

electron may feel the excess local positive charge of the lattice distortion. This effectively
results in a net effective attraction between the two electrons. Since the maximum energy
scale for the ionic excitations is ωD, the range of this attractive interaction is limited to
energies ∼ ωD around the Fermi surface.

Disorder is ubiquitous in condensed matter systems. It often arises due to imperfections
in the crystal structure, presence of impurities (magnetic or non-magnetic) etc. Depending
upon the strength of disorder, its effect on the physical properties of a system may vary from
minor quantitative corrections of some physical quantities, to severe qualitative changes, for
example as in the case of Anderson localization [13] - for sufficiently strong disorder (for
any strength of disorder in one and two dimensions [1]), the single particle eigenstates will
be localized as opposed to being extended like in the plane wave case. Low dimensionality
and finite size effects are known to enhance the effect of disorder. How disorder effects
superconductivity is naturally a central question of research in the subject. In many cases, like
high Tc cuprates or superconductor thin films, disorder is intrinsic and cannot be neglected.

In metals, increasing disorder results in the decrease of conductivity, primarily due to the
decrease in the mean free path of electrons. (KF l)−1 is typically considered as a measure
of the disorder strength, where KF is the Fermi momentum and l is the mean free path; it is
essentially a measure of the inverse mean free time between scattering, which is expected to
increase with increasing disorder. One might think that disorder even if weak might have
an adverse effect on superconductivity and in particular increasing disorder strength might
lead to a decreasing Tc. Soon after the proposal of BCS theory, Anderson argued that this
is not the case [14]. The central idea behind his theory of “dirty superconductors" is that
superconductivity is insensitive to perturbations that do not destroy time reversal invariance
and hence will not result in the breaking of CPs. This is usually referred to as Anderson’s
theorem. He showed that in a disordered environment, instead of forming CPs from plane
wave states of opposite momenta, as is done in conventional BCS theory, one can form CPs
from the time-reversed eigenstates of the single particle in the disordered potential; |∆(r)|
(defined locally as < c↑(r)c↓(r)> ) remains spatially uniform and the ensuing Egap, then
attain the same value as the disorder-free case and thus the Tc remains unaltered. The above
considerations were given a rigorous treatment by Gor’kov [74] who explicitly showed to
leading order in (KF l)−1 that the two-particle propagator is unaffected by disorder.

Anderson’s theorem is only valid in the case of weak disorder. This is because it fails to
take into account two main effects of disorder - (1) Anderson localization and (2) enhanced
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Coulomb interaction due to weaker screening. Let us first discuss (1) neglecting (2) for the
time being. The fact that localization can have a dramatic effect on superconductivity can be
inferred by looking at the extreme limit of site localization. In this case the wave functions of
neighboring sites will not have any overlap so as to form a macroscopic phase coherent state
- and thus superconductivity will be entirely destroyed. This then points to the possibility of
having a SIT as the disorder strength is increased.

Early studies of the effects of localization on superconductivity were generally mean-field
approaches based on extending Anderson’s idea of pairing time-reversed eigenstates by
accounting for the possible localized nature of wave functions. One of the key findings is
that sufficiently strong disorder can result in the spatial fluctuation of |∆(r)|. The criterion
for the setting in of the spatial fluctuation of |∆(r)| is [98]

ρ∆0LD < 1, (2.1)

where ρ is the averaged density of states at the Fermi surface, ∆0 is the BCS gap , D is the
dimensionality of the system and L is the localization length (typical extend of a localized
wave function). Interestingly the above criterion says that superconductivity persists far into
the localized phase.

A three dimensional disordered metal is characterized by the existence of a mobility edge
- the energy density below which all single particle eigenstates are localized. There exists
a metal-insulator transition (MIT) as the Fermi energy is tuned across the mobility edge –
increasing the disorder strength results in the decrease in mobility edge and eventually it
will cross the Fermi energy. The localization length in the insulating phase diverges near the
MIT. The corresponding length scale that diverges in the metallic side near the MIT is the
correlation length for the conductivity scaling. The setting in of spatial fluctuation of |∆(r)|,
as described by the condition in Eq. (2.1), then occurs deep inside the localized phase.

An hallmark of superconductivity is the existence of a finite superfluid stiffness, ρs, which
is a measure of the response of the system to a phase twist at the boundary. Thus the SC
state is clearly sensitive to boundary conditions - which again follows from its macroscopic
phase coherent nature. On the other hand, the localized wave functions are insensitive to
boundary conditions. Thus the formation of the coherent SC state from these underlying
localized eigenstates in the localized phase is puzzling. One can understand this and the
criterion, ρ∆0LD < 1, roughly as follows : Imagine dividing the system into boxes of size L.
ρLD is the measure of the mean energy level spacing between the energy levels localized
within L. Thus, if ρLD < ∆

−1
0 , then it implies the existence of several states localized in the

box with energy within ∆0 of the Fermi surface. These can then be organized coherently
into a local superconductivity fluctuation, and the localized states connecting adjacent boxes
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Figure 2.1 Schematic summary of the results in [98] describing the effect of localization
on superconductivity. The horizontal axis measures the disorder strength with increasing
disorder to the left. Point C denotes the disorder strength at which MIT occurs. The
localization length on the insulating side and the corresponding correlation length of
conductivity scaling in the metallic side, as depicted by the dashed lines, diverge at the MIT.
Point A denotes the onset of the strong disorder regime. Point D denotes where the criterion
for the spatial fluctuation of ∆ as given in Eq. (2.1) holds and point B is the mirror image of
D about C. The spatial average of ∆ and ρs are shown as solid and dotted lines respectively.
(Figure shown from Ref [98] with permission)

can allow Josephson tunneling (tunneling of CPs). This then allows for the communication
between the local fluctuations and the stabilization of them into a global SC ground state.
Figure 2.1 summarizes the above discussion.

A more rigorous study of the effect of Anderson localization on superconductivity was
done by Feigelman et. al. in [57]. They showed that in weak Anderson insulators with an
attractive BCS interaction, the fractal nature of the single particle wave functions near the
mobility edge leads to a large single particle gap in the SC state near the SIT that persists
and even increases in the insulating state. This is reminiscent of the pseudogap that is
observed in the cuprates. They also predicted that in the SC ground state, the correlations are
inhomogeneous in real space.

The effects of interaction between electrons in a disordered metal in the weak disorder
limit is usually described within the Landau Fermi-liquid theory [90] according to which
the interaction effects can be represented by the introduction of a number of Fermi-liquid
parameters describing the renormalization of various physical quantities. Even though these
renormalizations could be large they are always finite and hence do not result in any singular
behavior. However, Altshuler and Aronov [6] showed that interactions in a disordered Fermi
liquid can lead to strong singularities near the Fermi level. For example, in the case of a 3D
disordered metal, a singularity of the form (ω −EF)

1/2 is predicted for the tunneling DoS
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and T 1/2 and T 3/2 low-temperature corrections are predicted for the electronic conductivity
and specific heat, respectively. The calculations were carried out in the regime of weak
disorder (KF l ≫ 1) and consequently localization effects were neglected (diagrams with
crossed impurity lines were neglected). The main physical idea here is that in a disordered
environment, the electron motion is diffusive and hence the electrons spend a longer time in
a given region of space, which in turn enhances the Coulomb interaction between electrons.

An enhanced Coulomb repulsion between electrons results in reducing the effective
phonon mediated electron-electron interaction which results in Cooper pairing. This then
leads to the suppression of Tc as the disorder strength increases. In the weak disorder regime,
a perturbative analysis of interaction effects in the suppression of Tc has been carried out in
Ref [99] where the authors consider the two dimensional case and find that the corrections to
the pair density of states and to the interaction vertex both affect Tc and is given by,

ln
[

Tc

T 0
c

]
=−(g1 −3g0)N(0)

4πEFτ

(
ln

1
T 0

c τ

)2

− (g0 +g1)N(0)
6πEFτ

(
ln

1
T 0

c τ

)3

, (2.2)

where T 0
c is the transition temperature in the absence of disorder, N(0) is the DoS at the

Fermi surface, τ is the mean free time between scattering, g1 is the electron repulsion and g0

is the phonon-mediated coupling. Retardation effects due to phonon-mediated interactions
and dynamic screening and extensions of the calculations in the weak disorder regime to
three dimensions was reported in [67]. A non-perturbative calculation of the suppression of
Tc using a renormalization group (RG) analysis of the disordered electron gas was reported
in [58]. For two dimensional films the disorder strength can be captured in terms of the
dimensionless conductance g = 2π h̄/e2RS, where RS is the sheet resistance. Finkelstein’s
result is up to leading order in g−1/2 and is,

Tc =
h
τ∗

[√
2πg− ln(h̄/T 0

c τ∗)√
2πg+ ln(h̄/T 0

c τ∗)

]√πg/2

, (2.3)

where τ∗ = max{τ,τ(d/l)2} with d being the film thickness and l the mean free path.
The effects of enhanced electron repulsion in the strong disorder regime was reported

in Ref [12] where the authors pointed out that in a three dimensional system close to
critical disorder, the strongly scale-dependent diffusion enhances the repulsive Coulomb
pseudopotential and thus decreases Tc. Contrary to the weak disorder regime, here localization
effects - manifest through the slowness of the electron diffusion - play a key role in the
enhancement of Coulomb repulsion and thereby the suppression of Tc.
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2.2 Granularity and phase fluctuations in disordered su-
perconductor thin films

The case of disordered superconductor films is very interesting because the lower critical
dimension for both superconductivity and localization is two - global phase coherence is
just possible in two dimensions and for arbitrary strength of disorder, all underlying single
particle states are localized. The thin film case is also characterized by the presence of
multiple length scales : lattice spacing a (1-2 Å), film thickness d (∼ 10 nm), mean free path
l (l ≫ a, unless disorder is very strong), zero temperature coherence length (spatial extend of
CPs) for clean system ξ0 (∼ 1µm) and the same for the disordered system ξ (∼ 10 nm). A
film is considered two-dimensional if d < ξ .

The effect of disorder on superconductivity in thin films has been extensively studied both
theoretically and experimentally. Spatial fluctuation of amplitude of the SC order parameter
and the related effects were studied in [70] by numerically solving the Bogoliubov-de Gennes
(BdG) mean field equations. The BdG approach is essentially a real space version of the
mean-field BCS theory and in particular the order parameter (∆(r)) is taken to be a function
of the spatial coordinates. Disorder is introduced through a potential for single particles - the
potential at each site is chosen from some distribution (e.g a uniform distribution , [−V,V ],
with V acting as a measure of the disorder strength). The resulting mean-field equations are
then numerically solved until self consistency is achieved. One of the main findings of this
analysis was that a granular structure emerges at sufficiently high disorder strength (V): some
regions with appreciably high values of |∆| acting as SC islands and the in-between region
with very small |∆| acting as an insulator background. These SC islands are then found to
shrink upon increasing disorder. Figure 2.2 illustrate these results.

Another interesting finding of this analysis was that the gap in the single particle DoS,
Egap persists at higher disorder strengths; infact Egap starts increasing after some disorder
strength. On the other hand, the average amplitude of the SC order parameter was found to
decrease monotonously with increasing disorder. This apparently puzzling finding can be
understood by realizing that Egap and |∆| are the same only in the clean limit. The strength
of the order parameter clearly falls with increasing disorder. The insulator background has
also a gap in the DoS . This gap increases with the disorder strength and this combined with
the shrinking of SC islands with increasing disorder strength explains the non-monotonic
behavior of Egap.

The mean field approach in [70] does not take into account the fluctuations of the phase
of the order parameter. The BdG analysis in [70] was extended to include thermally induced
fluctuations of the phase but neglecting the quantum fluctuations of the order parameter in
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V = t V = 2 t

V = 2.5 t V = 3 t

Figure 2.2 Emergence of a granular structure reported in [70] by numerically solving the
mean field BdG equations. V (measured in terms of the tunneling amplitude t) is a measure
of the strength of disorder. The spatial variation of ∆(r) is shown for different disorder
strengths with increasing darkness indicating higher ∆(r). For low V , the spatial texture is
more or less homogeneous where as for large V , regions with large ∆(r) - the SC islands
- are clearly separated by regions with vanishing ∆(r) - the insulating background. The
SC islands are also found to shrink with increasing V . (Figure shown from Ref [70] with
permission.)

[48]. In addition the authors also studied the effects of a perpendicular uniform magnetic field.
For a fixed disorder strength, an increasing magnetic field results in the system separating
into SC islands with an insulating background and a consequent shrinking of the islands.
The phase correlations between different islands were suppressed with the increasing field
where as that within an island sustained. An SIT occurs at a critical magnetic field, which is
captured by the vanishing of the phase correlation function between the edges of the sample.

The nature of the SIT is found to be different for the weak and strong disorder regimes
(see Figure 2.3). In the weak disorder regime, both the spatially averaged amplitude of the
order parameter ∆ and the phase correlation between the edges of the sample tend to vanish
at the same field strength. This is similar to the usual BCS scenario and this type of SIT
caused by the vanishing of ∆ is called the ” Fermionic mechanism". On the other hand, in the
strong disorder regime, the phase correlations between the edges vanish first at some critical
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field Bc where as ∆ remains finite and does not show any appreciable feature around Bc. This
clearly shows that here the SIT is driven by the phase fluctuations and this type of SIT is
often referred to as the “Bosonic mechanism". Quantum Monte-Carlo studies [27] that take
into account the thermal and quantum fluctuations of the amplitude and phase of the order
parameter also support that the “Bosonic mechanism" drives the SIT at strong disorder.

Figure 2.3 Difference in the nature of magnetic field driven SIT for weak and strong
disorder regimes as obtained in [48]. The evolution of spatially averaged ∆ and the phase
correlation between the edges of a sample with an increasing perpendicular magnetic field
(measured in terms of flux per square) are shown for (a) weak disorder and (b) strong
disorder regimes. In (a) both ∆ and the phase correlations tends to vanish together and
hence the SIT here is characterized by a vanishing ∆ like in the usual BCS scenario. But
in (b) the phase correlations vanish at lower field strength Bc whereas ∆ is finite there and
does not show any appreciable features. This clearly shows that here the SIT is driven by
phase fluctuations. The inset in (b) shows the DoS displaying a pseudo-gap feature. (Figure
is shown from Ref [48] with permission.)

The physical picture of the SIT via the “Bosonic mechanism" is as follows: the phase
within an individual island does not fluctuate spatially and the Josephson tunneling between
neighboring grains tends to align their phases. On the SC side, Josephson tunneling leads to
global phase coherence where as in the insulating side, the Josephson tunneling is not strong
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enough to cause a phase coherence at a macroscopic scale. The mesoscale phase fluctuations
then crucially determine the critical properties of the SIT.

The numerical BdG approach to study the effect of disorder on superconductivity has
several drawbacks. The biggest drawback is that despite being able to shed some qualitative
insights, the approach can hardly say something about the critical behavior near the SIT.
This is primarily because the SIT in the strong disorder regime is governed by the phase
fluctuations as discussed above and the BdG approaches do not faithfully account for the
fluctuations of the phase. Even though Quantum Mont-Carlo studies take into account the
full effect of phase fluctuations, currently the method is only applicable to small system
sizes and hence any reliable information about the critical behavior cannot be extracted. A
further drawback is that these appraoches do not take into account Coulomb repulsion, which
has a detrimental effect on superconductivity especially in the insulating regime where the
Coloumb screening is expected to be weaker. Phenomenolgical phase models like the the
Josephson-junction (JJ) model are often used to study the critical properties near the SIT and
is discussed in detail in the next section.

I now discuss briefly the experimental situation. The spatial inhomogeneities in disor-
dered SC films were studied using scanning tunneling spectroscopy (STS) [38, 82, 120] by
analyzing the local DoS obtained from the tunneling conductance. Even though the gap in
the local single particle DoS varies spatially, it does not capture the granular structure, owing
to the presence of a spectral gap in the insulating regions as well. Another strategy is to study
the coherence peak after subtracting the Altshuler-Aranov background [38, 82] (see Figure
2.4). Topographic image of the spatial inhomogeneities that reveals the granular structure is
then constructed by scanning the film surface .

Complex AC conductivity studies also give strong evidence for the existence of the CPs
in the insulating regime. A significant local superfluid stiffness is resolved in the insulating
state which persists well into the strongly insulating regime [40]. Another line of evidence
comes from the observation of magnetoresistance oscillations in the insulating regime [135],
dictated by the SC flux quantum, h/2e; the occurrence of 2e as opposed to e shows the
existence of Cooper pairs. The observation of steep magnetoresistance [124, 134] in the
insulating side of the SIT and its further non-monotonic dependence on the external magnetic
field finds its explanation in the existence of CPs in the insulating phase and the shrinking of
the SC islands [47]. The next chapter discusses this aspect in detail.
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Figure 2.4 Scanning tunneling spectroscopy of disordered SC thin films reported in [82]
(a) The local single particle DoS with the Altshuler-Aronov background removed with a
prominent coherence peak indicating a SC region (b) coherence peak absent indicating a
non-SC region (c) topographic image showing the spatial variation of the coherence peak
height. (Figure shown from Ref [82] with permission.)

2.3 Josephson-junction model

The JJ model is a good starting point to understand the role of phase fluctuations near the
SIT, especially for SC films in the strongly disordered regime where a granular structure
emerges as discussed in the previous section. Josephson-Junction refers to an arrangement
of a non-SC material sandwiched between two layers of SC material. It is named after B.
D. Josephson, who predicted that CP could tunnel through the non-SC barrier from one
superconductor to another - this is called the Josephson effect [81] . The voltage across the
junction (V ) and the current through the junction (I) is related to the difference in the phases
of the complex order parameter of the two superconductors. This phase difference is denoted
by φ . The relations are :
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V (t) =
Φ0

2π
∂φ
∂ t

, (2.4)

I(t) = Ic sin(φ(t)). (2.5)

Here Ic denotes the critical current of the junction and Φ0 denotes the magnetic flux quantum,
h/2e. In the JJ model, the SC grains are arranged in a lattice (we will consider a square
lattice), and Josephson tunneling happens between neighboring grains. The charge dynamics
is governed by both the Josephson tunneling and Coloumb repulsion between the CPs. The
Hamiltonian is given by:

H =
1
2 ∑
<i j>

(n̂i −n0)Vi j(n̂ j −n0)− J ∑
<i j>

cos(φ̂i j), (2.6)

where, φi j = φi −φ j, J denotes the Josephson energy, Vi j denotes the Coloumb interaction,
n̂ is the number operator for the CPs and 2en0 is the background charge with e being the
electron charge. The tunneling term is the potential energy accumulated due to Josephson
tunneling and its form is easily derived by integrating the power,

∫ t

0
IV dt =

Φ0

2π

∫ φ

0
Ic sin(φ)dφ =

Φ0Ic

2π
(1− cos(φ)). (2.7)

Generally the long range Coulomb interaction is well screened and then one can simply
restrict to Coulomb interaction within a grain. Using the commutation relation between the
charge and the phase operators, the Lagrangian density of the model can then be written as,

L =
1

4Ec
∑

i
(∂tφi)

2 + J ∑
<i j>

cos(φi j) (2.8)

where EC = 2e2/C is the capacitive energy with C being the capacitance of the grain. To
understand the Physics captured by the JJ model, let us first look at the limiting cases of the
two energy scales, J and EC.

2.3.1 Coulomb blockade regime (EC ≫ J)

In this regime the dynamics will be dominated by the temporal fluctuations of the phases in
the individual grains. To leading order, we can neglect the tunneling part and then the model
describes a classical capacitor that can only be charged in discrete charge steps of 2e. The
partition function in thermal equilibrium at some temperature, T , is given by,
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Z = ∑
n

e−βEc(n−n0)
2

(2.9)

At this order, clearly no charge transport is possible in the problem. To understand the
electrical conductivity in this regime, we can treat the tunneling part perturbatively by taking
the charging part as the bare action. A Kubo formula analysis then obtains [141, 136],

σ ∼ J2e−βEc . (2.10)

Thus the conductivity shows an activated behavior with characteristic energy scale, Ec.

2.3.2 Tunneling dominated regime (J ≫ EC)

In this regime, we can neglect the temporal fluctuations of the phases in a grain and hence
the dynamics is governed by the Hamiltonian,

H =−J ∑
<i j>

cos(φi −φ j) (2.11)

This has the same form of the classical XY model in two dimensions. The 2D XY model is
famously known to undergo the Berezinskii-Kosterlitz-Thouless (BKT) transition at a finite
temperature [88, 24]. The Mermin-Wagner theorem [100] predicts that true long range order
is not possible for systems with a continuous symmetry in dimensions, D ≤ 2. The BKT
transition happens between a high temperature and a low temperature phase, each of which
are characterized by a distinct form for the correlation function,

χi j =
〈
cos(φi −φ j)

〉
, (2.12)

where <> denotes the thermal average. In the high temperature phase, the correlation
function decays exponentially,

χi j ∼ e−|i− j|/ξ , (2.13)

where ξ−1 = ln(2T/J) and we have taken the lattice spacing to be unity. This exponential
decay of the correlation function shows that the high temperature phase does not possess any
long range order. On the other hand the low temperature phase exhibits a power law decay
for the correlation function,

χi j ∼
(

1
|i− j|

)T/2πJ

(2.14)
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This power law decay is often considered to show that the system possesses a quasi-long
range order. The BKT phase transition from this quasi-ordered phase to the disordered phase
is brought out by the proliferation of topological defects in the model called vortices. These
topological excitations can be easily studied in the continuum description of the model.

In the continuum limit, we keep the leading order gradient expansion of the model (2.11),

H =
J
2

∫
d2r(∇φ)2 (2.15)

It is easy to see that for any closed loop in 2D,∮
∇φ .dl = 2πn, (2.16)

where n is an integer. The topological excitations with non-zero n are called vortices and n is
called the charge of a vortex; the topological nature is evident from n being an integer since
any smooth deformations in the model cannot change n as it can only change in discrete
steps. The energy cost for the creation of a single vortex of charge n is given by,

En = E0
n(a)+

J
2

∫
a

d2r(∇φ)2 = E0
n(a)+πJn2 ln

(
L
a

)
, (2.17)

where L, denotes the system size, a denotes a short length cutoff scale below which the
continuum approximation is not valid owing to the lattice structure, and E0(a) denotes the
associated vortex core energy. Note that the energy diverges logarithmically with the system
size and hence at low temperatures the probability of occurrence of a single vortex vanishes.
The entropy contribution for a vortex to appear also scales logarithmically with the system
size, since there are ∼ L2 sites for the vortex to appear. One can then obtain an estimate of the
transition temperature by looking at n =±1 and taking the ratio of the energy and entropy.
Such an estimate is only a upper bound of the transition temperature since we have neglected
the possibility of the occurrence of dipoles - vortices of opposite charges in close proximity.
In fact the BKT theory classifies the two phases as follows : the quasi-ordered phase is a gas
of tightly bound dipoles whose density and size increases with temperature. The disordered
phase constitutes a plasma of unbound vortices. The BKT transition is then usually visualized
as the unbinding of vortex dipoles. This picture should be seen at a qualitative level and one
should exercise caution in pushing it too far as is discussed in Ref 44.
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Coulomb gas description and the BKT transition

The BKT transition can be clearly understood by going to the Coulomb gas description. The
velocity field u = ∇φ can be decomposed to a curl-free and divergence-free part, u0 and
u1 respectively. Using Stokes’ theorem, we can relate the curl of u1 to the distribution of
vortices of charge {ni} at locations ri as,

∇×u1 = 2π ẑ∑
i

niδ 2(r− ri) (2.18)

The above equation can be written in the form of Poisson equation, by setting, u1 =−∇×
(ẑψ). Thus we get,

∇
2ψ = 2π ∑

i
niδ 2(r− ri). (2.19)

The solution in two dimensions to the above Poisson equation for the potential due to a set of
charges {2πni} is given by,

ψ(r) = ∑
i

ni ln(|r− ri|) . (2.20)

Now setting the curl-free part as u0 = ∇θ , we can write the continuum Hamiltonian in
eq.(2.15) as a sum of spin wave part and vortex part, H = Hsw+HQ, where,

Hsw =
J
2

∫
d2r(∇θ)2 , (2.21)

HQ = ∑
i

E0
ni
−2πJ ∑

i< j
nin j ln(|ri − r j|). (2.22)

Thus the partition function can be factorized into the spin-wave part and the vortex part as,
Z = ZswZQ. In obtaining the above form of HQ, an integration by parts was performed and
a surface integral was ignored; the surface integral actually grows with the system size as,
(∑i ni) lnL. Thus in the partition function ZQ, only overall charge neutral contributions are
included. Further, the BKT transition from the quasi-ordered state will be dominated by
the proliferation of the lowest excitations, i.e , n =±1 and hence in ZQ, we restrict to these.
Thus, we have,

ZQ =
∞

∑
N=0

yN
0

∫ N

∏
i=1

d2ri exp

[
2πK ∑

i< j
nin j ln(|ri − r j|)

]
, (2.23)

where K = βJ, the bare vortex fugacity y0 = e−βE0
±1 , and N counts the total number of

vortices such that, ni =±1 and ∑i ni = 0.
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The nature of the BKT transition and its associated critical behavior can be obtained
from a RG analysis of ZQ and was first reported in Ref 87. The Kosterlitz-RG analysis is
performed in the real space. Here, in each RG step, the vortex core cutoff scale, a is increased
infinitesimally, a → aedl , and all the vortex dipoles in the annulus between a and aedl are
integrated out. This coarse-graining results in the renormalization of the fugacity and the
coupling constant K, and are captured by the following RG equations, (the RG analysis for
the case of a phase-disordered XY model is discussed in the Appendix A. The RG equations
given below can be obtained from those discussed in the Appendix A by setting the disorder
strength parameter to zero.)

dK−1

dl
= 4π3a4y2 +O(y4) (2.24)

dy
dl

= (2−πK)y+O(y3) (2.25)

The RG flows described by the above equations are governed by two distinct classes of fixed
points (see Fig 2.5 ) : (1) {y = 0,{K−1 < π

2}} and (2) {y = ∞,K−1 = ∞}. For parameters
below the critical line, K−1 = π/2−π2ya4, the flows approach the fixed point(s) (1). The
fixed point y = 0 shows that the vortex core energy becomes infinite - that is the occurrence
of a free vortex is improbable. Thus this regime describes the quasi-ordered phase. The
coupling constant K here flows to a line of fixed points. On the other hand for parameter
values above the critical line, the flows go towards the fixed point at infinity. This describes
the high temperature disordered phase.

To find the critical behavior near the transition, we expand the RG equations in the vicinity
of the fixed point (y = 0,K−1 = π/2). Setting x = K−1 −π/2, y = a2y, and expanding to
the lowest order, we get,

dx
dl

= 4π3y2 (2.26)

dy
dl

=
4
π

xy (2.27)

From the above equations we can easily see that d
dl (x

2 −π4y2) = 0. Thus in the vicinity of
the fixed point, the flows proceed along hyperbolas given by, x2 −π4y2 = c. The critical
trajectory separating flows to zero and infinite y corresponds to c = 0.

One important prediction of the RG analysis is that, at the BKT transition, the coupling
constant undergoes a universal jump : at the transition temperature, TBKT, the reduced
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Figure 2.5 The RG flows described by Eqs. 2.24 and 2.25. The shaded region denotes the
XY phase where the flows end at a line of fixed points on the horizontal axis. Outside the
shaded region, the flows are towards the high temperature fixed point. The dashed line is
the line of initial conditions as T increases. The critical temperature is determined by the
crossing of the dotted line and the seperatrix.

superfluid stiffness, K = J/T , shows a sharp jump from a finite value to zero given by,

lim
l→∞

K(T−
BKT) =

π
2

(2.28)

lim
l→∞

K(T+
BKT) = 0 (2.29)

This jump in the reduced superfluid stiffness is system independent and hence represents the
universal nature of the BKT transition.

To understand the form of the correlation length in the disordered phase near the transition,
we write the parameter c= b2(T −Tc), where b is some constant. Physically, this is a measure
of closeness to the transition. The RG equation, (2.27) then reads,

dx
dl

=
4
π
(x2 +b2(T −Tc)). (2.30)

Integrating the above we get,

4
π

l =
1

b
√

T −Tc
arctan

(
x

b
√

T −Tc

)
. (2.31)

The integration has to be terminated when x(l)∼ y(l)∼ 1, since the perturbative nature
of the RG equations is not valid beyond this. This termination length scale is given by,
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l∗ ≈ π2

8b
√

T−Tc
. The form of the correlation length is given by,

ξ ≈ ael∗ ≈ aexp
(

π2

8b
√

T −Tc

)
. (2.32)

2.3.3 Long range Coulomb interaction

The JJ model in Eq. (2.8) is a special case of the general model in Eq. (2.6), where only
Coulomb interactions within a grain are considered. Such a model is good for capturing
the Physics of a system where the long-range Coulomb interaction is weak compared to the
interaction within a grain. This comparison can be made quantitative [56] in terms of the

quantity Λ′ = a
(

C
C0

)1/2
, where C is the nearest neighbor capacitance (neglected so far), C0

is the capacitance of a grain with ground and a is the lattice spacing. The model described
in Eq.(2.6) is good for systems with Λ′ ≪ L, where L is the system size. On the other
hand for Λ′ ≳ L, it is necessary to take into account the long-range nature of the Coulomb
interaction. In a model where only the capacitances with the ground and the nearest neighbor
capacitances are considered, Λ′ plays the role of screening length; in particular the potential
due to a test charge at the origin is given by,

V (r) =
1
C

K0

( r
Λ′

)
, (2.33)

where, K0 is the modified Bessel function. For r ≪ Λ′, the potential falls logarithmically as,
V (r) = (1/C) ln(r/Λ′) and falls exponentially for r ≫ Λ′.

The exponential decay at large distances is actually an artifact of neglecting the higher
order capacitances (next nearest neighbor and so on) in the system. A better way to understand
the long-range nature of the Coulomb interaction and also the range of validity of the
logarithmic nature is to study the nature of Coulomb interaction in a film of thickness t with
an average dielectric constant k. L. V. Keldysh [83] studied the problem of potential due to a
unit charge at origin in a film of thickness t and dielectric constant k sandwiched between
two semi-infinite media of dielectric constants k1 and k2. The potential within the film at a
distance r ≫ t is found to be,

V (r) =
1

4ε0kt

[
H0

(
k1 + k2

k
r
t

)
−N0

(
k1 + k2

k
r
t

)]
, (2.34)

where H0 and N0 are the Struve and Neumann functions respectively. Here the logarithmic
nature of the interaction,

v(r) =
1

2πε0kt
ln
(r

t

)
, (2.35)
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is then valid for t ≪ r ≪ Λ, where Λ = kt/(k1 + k2). Thus the charge excitations in the SC
grains will interact logarithmically if the system size is much less than kt (k1,k2 ≃ 1) and
then the system would be a realization of the 2D Coulomb gas. The dielectric constant of a
film diverges as one approaches the SIT from the insulating side and thus close to the SIT,
we see that it is important to consider the long range logarithmic nature of the Coulomb
interaction. The Lagrangian density in the imaginary time of the coupled charge and phase
degrees of freedom is then given by,

L = ∑
j ̸=k

n jVjknk + i∑
j

n j
∂φ j

∂τ
+ ∑

< jk>
J cos(φ jk), (2.36)

where, Vjk = EC ln(|r j − rk|), with EC = 1/2πε0kt. Integrating out the spin-wave excitations
of the phase fields and retaining the vortex excitations, one obtains a coupled Coulomb gas of
charges and vortices. Labelling the charges as q and the vortices as n, the coupled Coulomb
gas model can be written as,

L = ∑
j,k

(
ECq jU jkqk + Jn jU jknk + iqiΘi j∂τn j +

1
2J

∂τqiUi j∂τq j

)
, (2.37)

where, Ui j = ln(|ri − r j|) and Θi j = arctan[(yi − y j)/(xi − x j)]. This coupled Coulomb gas
can display a vortex BKT transition if J ≫ EC or a charge BKT transition if EC ≫ J [56].
The next two chapters discuss various aspects of this vortex and charge BKT transition and
in particular the role of disorder in these. An interesting scenario arises when J ≃ EC. The
two BKT transitions compete and at J = EC the transition temperature is driven all the way
to zero resulting in a quantum phase transition between a ‘superinsulating’ phase for J < EC

where charge dipoles are tightly bound to a superconducting phase for J > EC where the
vortex dipoles are tightly bound.



Chapter 3

Magneto-response of strongly disordered
superconductor thin films

3.1 Introduction

One of the most challenging problems in strongly disordered superconductors relates to
understanding the nature of the magnetic field-induced superconductor-normal state transition
(SNT). Experimental and theoretical studies over the past two decades have opened a large
number of puzzling questions such as the origin of the giant non-monotonous magnetic
field dependence of the resistivity [124, 134, 130, 47, 117, 69, 97] (see also Fig 3.1), flux
quantization in the insulating state [135] and the universality class governing the field-induced
SNT [29, 115, 59, 130]. The two-dimensional (2D) case has in particular attracted intense
theoretical attention and it is the focus of this work.

As discussed in the previous chapter, in the absence of a magnetic field, it is well-
known that strong homogeneous disorder introduces granularity in the form of SC islands
embedded in an insulating matrix [80, 60, 70, 120, 38]. However the relative importance of
diamagnetic (orbital) shrinking effects [117, 47] and phase frustration effects brought in by
the Aharonov-Bohm (AB) phases of the Cooper pairs tunneling across the islands [37, 84] is
not well-understood.

Mean-field analyses of the field-sensitivity of the distribution of SC regions go back nearly
two decades for weakly-disordered metals [133, 68], and more recently [47], for strongly-
disordered insulators. Standard, perturbative approaches fail in the strongly-disordered
regime but numerical mean-field solutions of the appropriate BdG equations [47], reveal a
picture of shrinking SC regions in increasing fields, a downward shift of the distribution of the
local SC gaps, and through the Ambegaokar-Baratoff relation [10], a corresponding decrease
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Figure 3.1 Magnetoresistance observed in amorphous Indium oxide thin films as reported
in Ref. [124]. The magentoresistance is shown for different temperatures. At the lowest
temperature the magnetoresistance grows upto five orders of magnitude upon increasing a
few Teslas. The positive magnetoresistance then gives way to a negative magnetoresistance.
(Figure shown from Ref. [124] with permission.)

in the Josephson couplings J between neighboring grains. To understand the physical origin
of these effects, we study a phenomenological model of repulsive bosons (CPs) subjected to
a disordered potential and a perpendicular magnetic field. The approach is reminiscent of
earlier work on Lifshitz states [95] in disordered Bose systems [93, 55, 117].

We show that orbital shrinking in the presence of a magnetic field suppresses the Joseph-
son couplings as J(B) ∼ exp[−(B/BJ)

2], and is a primary cause of the strong magnetore-
sponse seen in experiments.

To understand magnetoresponse of these 2D granular superconductors, we study the
standard Josephson-junction (XY) model,

L =
1

4Ec
∑

i
(∂τφi)

2 −∑
⟨ij⟩

Jij(B)cos(φij +Aij), (3.1)

where Ec represents the Coulomb blockade scale, φij = φi −φj is the SC phase difference
between neighboring grains at positions i and j respectively, and Aij = (2e/h̄)

∫ j
i A ·dr are the

AB phases acquired by the hopping Cooper pairs. Disregarding the contribution of normal
quasi particles means the model can provide a good description of the magnetoresponse only
at lower fields where CP breaking is not important. Spatial disorder in the grain positions
introduces randomness in the Josephson couplings as well as the AB phases. Studies of
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the 2D classical limit of Eq.(3.1) in the B = 0 limit [47] have shown that strong disorder
in J does not alter the universality class of the SNT from the homogeneous case (where it
is known to be of BKT type) but is nevertheless dominated by a percolating backbone of
paths with the largest local superfluid stiffnesses. Likewise the transition in the quantum 1D
disordered counterpart at B = 0 also obeys a KT like scaling [4, 71, 5, 79]. Therefore for
simplicity we will work with the typical value of J ignoring its spatial disorder.

In regular lattices, the AB phase is associated with flux threading the plaquettes, and
depending on the amount of frustration f (measured as a fraction of a flux quantum), leads
to oscillations in properties such as the critical current and the resistance [138, 144]. Such
matching (commensuration) effects are absent in the disordered case as there is random
flux penetration in different plaquettes. Phase transition in the classical quenched random
phase XY model on a square lattice close to integer f is well studied [36, 105, 33, 34]. The
presence of disorder results in rare favorable regions for the occurrence of vortices at low
temperatures. At sufficiently low temperatures, [105, 33, 34]found that the disorder-induced
phase transition is not in the KT universality class. Very similar results were also obtained
earlier [71] in a study of the Anderson localization in one-dimensional Luttinger-liquids
subjected to quenched phase disorder. The similarity is puzzling since quenched disorder
in 1D is equivalent to columnar disorder in the two-dimensional case. Quantum Monte
Carlo studies [84] of the interplay of phase frustration and Coulomb blockade suggest a zero
temperature field-driven SNT with dynamic exponent z ≈ 1.3, placing the transition in a
different universality class from 3D XY.

We study the effect of three dominant mechanisms governing loss of phase coherence
and their specific signatures on the magnetoresistance and superfluid stiffness. These are (a)
quantum phase fluctuations originating from Coulomb blockade, (b) thermal fluctuations of
the phase and (c) frustration effects due to disorder in AB phases. We show that Coulomb
blockade effects impart a specific signature to the magnetoresistance, ρ(B)∼ exp[(B/B0)

2].

Where the SNT is driven by thermal fluctuations, we find a KT transition, with ρ(B) ∼
exp[−1/

√
B−BKT ] in the critical region. In the AB phase frustration dominated regime,

we find a new, non KT critical behavior, ρ(B)∼ exp[−1/(B−BAB)]. The field-dependent
superfluid stiffness ϒ also shows a surprising behavior: at small fields, we predict that
phase frustration effects on ϒ are more significant than the field dependence of Josephson
couplings. In the Coulomb blockade regime away from the critical region, our predicted
magnetoresistance is in excellent accord with experimental data [124, 134]. However in the
critical scaling region, existing experimental data is somewhat less clear, and while there
is some evidence for mechanism (c) for the field-tuned SNT in oxide heterostructures[25] ,
further study is needed and we propose additional probes to distinguish between the two.
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3.2 Disordered Boson model

We now analyze the effect of a transverse magnetic field on the distribution of the SC islands
in the granular superconductor. Consider a model of repulsive bosons (Cooper pairs) with
average density n subjected to a random potential with a Gaussian white noise distribution:

H = ∑
p

Π2

2m
a†

pap +
∫

r

[g
2
|Ψ(r)|4 +U(r)|Ψ(r)|2

]
, (3.2)

where Ψ(r)= 1√
V ∑p ap exp[ip ·r/h̄], Π=(p−qA),U(r) is the random potential, ⟨U(r)⟩= 0

and ⟨U(r)U(r′)⟩= κ2δ (r− r′), q = 2e is the boson charge and g, parametrizes the boson
repulsion. We choose the gauge A = 1

2(B× r) with the field in the transverse z direction.
This model is equivalent to earlier studied (for B = 0) Ginzburg-Landau models with disorder
in critical temperature [80]. The important length scales in the model are the single particle
localization length L = h̄2/mκ characterizing the disorder, and the magnetic length lB =√

h̄c/(eB). At finite temperatures, the model has at least three parameters, γ1 = L /lB ,
γ2 = 2mg/h̄2 and γ3 = L /λT , where λT is the De Broglie wavelength. We are specifically
interested in the regime where all the three parameters are small. At low densities, the
interplay of disorder and interparticle repulsion leads to the formation of disconnected islands
of localized bosons [55] whose typical size and separation may be estimated as follows. The
optimal potential fluctuation that has a bound state at energy E < 0 is found by minimizing
1
2
∫

U2dr+λ (E −H), where λ is a Lagrange multiplier. We choose Ψ to be real, assuming
a spherical fluctuation and zero angular momentum bound state. Varying with respect to U,

we obtain U = λΨ2; thus the size R of the optimum potential well is also of the same order
as the wave function. The energy of a particle in an island, in the mean-field approximation,
is thus of the order of

E ∼− h̄2

2mR2 +
(qBR)2

8m
+gNp/(πR2), (3.3)

where Np is the number of bosons in the island. The density nw = n/Np of these islands is
determined by the Gaussian factor, exp[− 1

2κ2

∫
rU2], whence

nw ∼
(

1
πR

)2

exp[−(L /R)2]. (3.4)
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Minimizing the energy with respect to R, the size of the typical island, to logarithmic
precision, is

R(B)∼ L√
ln[nc(B)/n]

, (3.5)

where for small fields,

nc(B)≈
h̄2

2gmL 2

(
1+

(qBL 2/h̄)2

4
1

ln2(nc(0)/n)

)
, (3.6)

is the critical density for percolation of the islands and nc(B)/n > 1. For future convenience
we introduce w(B) = nc(B)/n. Clearly the magnetic field shrinks the islands but the field-
dependence is very different from a simple expectation from wave function shrinking of
a localized noninteracting particle. The distance D ∼ 1/

√
nw between the islands can be

estimated as

D(B)∼ R(B)e
1
2 (L /R(B))2 ∼ L

√
w(B)√

lnw(B)
. (3.7)

The strength of tunneling of the bosons across nearest islands can be estimated from
the semi-classical formula, t = exp(−1/h̄

∫ |p|dl) , where the integral path connects the two
wells. The integral can be estimated using |p| ∼

√
2m|E| ∼ h̄/R(B) and the length of the

path is ∼ D(B). This leads to t ∼ exp(−D(B)/R(B)). The Josephson coupling between the
nearest islands is, J ∝ t2. Thus we obtain,

J(B)∼ e−2
√

w(B). (3.8)

Note that even when at small magnetic fields, L /lB ≪ 1, the exponent in Eq. 3.8 can be
large at low boson densities, w(B) ≫ 1. For such fields we have J(B)/J(0) ∼ e−(B/BJ)

2
,

where B−2
J ≈

√
w(0)

ln2 w(0)
(qL 2/2h̄)2.

Even though the value of R is fixed in our mean-field analysis, D and J nevertheless
fluctuate since the wells have a finite probability density nw to appear in any part of the
system. It is straightforward to show that the distance D between neighboring grains has the
distribution,

P(D)∼ 2πDnwe−nwπD2
(3.9)

We now analyze the effects of the three different mechanisms that lead to loss of global
phase coherence in their regimes of dominance which are determined by the dimensionless
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Figure 3.2 Schematic phase diagram for the 2D superconductor-normal state transition,
with the XY superfluid phase in the interior of the surface, as a function of dimensionless
temperature T/J, Coulomb blockade scale Ec/J and the Aharanov-Bohm (AB) phase
disorder σ for the model described in Eq. (3.1). Here J is the (field-dependent) Josephson
coupling estimated in the paper. (a) refers to the Coulomb blockade dominated regime. The
shaded regions (b) and (c) denote transitions driven by AB phase frustration and thermal
phase fluctuation respectively. The dotted line on the surface separates these two different
critical scaling regimes. The critical disorder at low T and Ec is independent of T and
scaling of the correlation length is not of the BKT type [34].

parameters Ec/J, T/J and σ , with the latter a measure of disorder in the fluxes through
elementary plaquettes. Figure 3.2 shows the phase diagram and the regimes of our study.
In order to carry on this analysis it is convenient to work with an effective Hamiltonian
which has only the collective phases of different grains as the degrees of freedom. It is well
known that our system can be described by a Josephson Junction model with the Hamiltonian
corresponding to the Lagrangian in (3.1). The magnetic field dependent parameters of the
Hamiltonian is obtained from our analysis above. Ec(B) = q2/2C is the typical charging
energy of the grains where C is the typical capacitance of the grains; C ∼ εR(B), ε being
the dielectric constant. Denoting the plaquette area fluctuation by (δD)2, we identify
σ ∼ B2(δD)4. From eq.(3.9) it follows that, (δD)/D < 1

3.3 Analysis of the effective Josephson-junction model

We now proceed to the analysis in the three different regimes mentioned above.

(a) Quantum phase fluctuations dominated insulating regime (Ec/J, Ec/T ≫ 1)
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We treat the Josephson term in Eq.(3.1) as a perturbation, and calculate the conductivity
using the Kubo formula [141, 136]. Transport in this model proceeds through Arrhenius
activation and incoherent sequential hopping of charges between neighboring islands - this
leads to a resistivity of the form

ρ(B)∼ J(B)−2eEc(B)/T ∼ e[4
√

w(B)+(q2/L T )
√

lnw(B)]. (3.10)

The above behavior shows the insulating nature of the normal state. For small fields, the mag-
netoresistance obeys the law ρ(B)/ρ(0)∼ exp[(B/B0)

2], where B−2
0 ≈ (qL 2/2h̄)2

2ln2 w(0)
[
√

w(0)+
q2

L T
√

lnw(0)
]. More accurately, one must also take into account the renormalization of the

charging energy by Josephson coupling [136, 61], Ec → Ec −J. It is interesting to note that a
similar field dependence of resistivity ρ(B)∼ e(B/Bc−1)2

has been obtained in the context of
a superconductor to Hall insulator transition [131].

(b) AB phase frustration dominated regime (Ec/J ≪ 1, T/J ≪ 1, σ/σc ∼ 1)

To study this regime, it is useful to consider the Coulomb gas representation of the model
in Eq. (3.1). Following earlier works [34, 116] we assume a Gaussian white noise distribution
for the AB phases on the links, reckoned from a background average corresponding to a
typical separation of islands, D. In the Coulomb gas representation, such disorder translates
to a random flux threading elementary plaquettes, corresponding to an external potential Vr

acting on the “charges” (vortices) with a Gaussian distribution ⟨(Vr −Vr′)
2⟩= 4σJ2 ln |r−

r′|+O(1). It is crucial that the random background potential has long-range (logarithmic)
correlations. In the continuum description of the model with a lower cutoff scale a0, Vr

has a local part vr : ⟨(vr − vr′)
2⟩ ∼ σJ2 and a long-range correlated part V>

r with no cross-
correlation between these two parts. The Coulomb gas Hamiltonian then reads

H =−J ∑
r̸=r′

nrnr′ ln
( |r− r′|

a0

)
−∑

r

[
nrV>

r − lnY [nr,r]
]
, (3.11)

where nr represents integer charge at r and the spatially dependent fugacities have the bare
value, lnY [nr,r] = γJn2

r + nrvr, and γ is a constant of order unity. We have dropped the
background term as it just sets the chemical potential of the vortices and does not affect the
scaling equations [106].

In the absence of disorder, the usual RG procedure consists of (i) increasing the short
scale cutoff, a0 → a0 +dl, and eliminating all dipoles in the annulus of thickness dl, and (ii)
disregard all configurations that increase the net charge within the cutoff region. The RG
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procedure is perturbatively controlled by small dipole fugacities. For the disordered case, we
follow Ref.[34] and introduce replicas which allows us to perform the average over Gaussian
disorder. The lowest excitations continue to carry charges 0,±1 but now the nα

r also carry a
replica index α. An important difference from the RG procedure of the disorder-free case
is that now when the cutoff is increased, one must, apart from considering annihilation of
replica charges, also take into account “fusion” of unit charges in different replicas (see
appendix A). Another important difference that invalidates the usual perturbative expansion in
small dipole fugacities is that the random potential creates favorable regions for single vortex
formation. Hence we study the scale dependence of the single vortex fugacity distribution
identifying the density of rare favorable regions, ρv

a0
, for the occurrence of vortices as the

perturbation parameter. By studying the scaling of ρv
a0
, two distinct regimes can be identified

for T/J ≪ 1: (a) an XY phase phase at sufficiently low bare disorder where ρv
a0

scales to
zero, and (b) a disordered phase beyond a critical bare disorder where ρv

a0
diverges (see

appendix for details). In the disordered phase, the phase correlation length has a surprising
non-BKT behavior, ξ ∼ e1/(σ−σc), which in our context translates to a field dependence
ξ ∼ e1/(B−BAB), with BAB ∼ h̄/q(δD)2. Such a non-BKT behavior is a direct consequence of
the logarithmic scaling of the disorder potential correlations. Another peculiarity is that over
a range of low temperatures up to a scale of order J, the critical disorder σc is independent of
the temperature [34].

We obtain the magnetic field dependence of the superfluid stiffness by solving the scaling
equations in the critical region at low temperatures for the coupling constant Jl and the
effective disorder σl. Taking the ratio of the scaling equations for Jl and σl obtained in
Ref.[34], we get

∂lJ−1
l

∂lσl
∼ 1

Jl
√

σl
,

and from the solution Jl ∼ e−2
√

σl it follows that the superfluid stiffness ϒ(B) has the behavior

ϒ(B)∼ J(B)e−2
√

σ(B) ∼ e−(B/B1)−(B/BJ)
2
, (3.12)

where B1 is of the order of BAB. Phase frustration effects thus play a more important role
in determining the low-field dependence of superfluid stiffness in the AB phase-frustration
dominated regime compared to the effect coming from orbital shrinking.

Now we analyze magnetoresistance in the disordered phase at low temperatures and close
to the field-induced transition. Following Halperin and Nelson [76] we estimate the electrical
resistivity (which is essentially the vortex conductivity) as ρ(B) = µvn(B), where µv is the
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temperature and field-dependent mobility of the vortices, and n(B) ∼ 1/ξ 2 is the vortex
density. We make an assumption that µv(B) is well-behaved near B = BAB, which allows us to
neglect its field dependence in comparison to the singular behavior of ξ (B). The temperature
dependence of resistivity is governed by the temperature dependence of the mobility, and
we believe it shows an activated behavior given the logarithmic Coulomb interaction of the
vortices[132]. The magnetoresistance in this AB phase frustration dominated regime thus
grows as

ρ(B)∼ µv(T )e−1/(B−BAB). (3.13)

(c) Thermal phase fluctuations dominated BKT regime
(Ec/J ≪ 1, σ/σc ≪ 1, T/J(B)∼ 1)

In this regime, the transition is brought about by the proliferation of thermally activated
vortices. The superfluid stiffness now has a field dependenceϒ(B) ∼ J(B) ∼ e−(B/BJ)

2

arising from orbital shrinking of the SC islands. For the resistivity we again consider the
correlation length in the disordered phase, which has the well-known form, ξ ∼ e1/

√
T−TKT ,

with TKT ∝ J(B). Near the transition, this is equivalent to a field-dependent correlation length,
ξ ∼ e1/

√
B−BKT . Thus the resistivity in this regime has the form

ρ(B)∼ µv(T )e−1/
√

B−BKT . (3.14)

For regimes (b) and (c), the normal state has a “metallic” temperature dependence since
enhancement of vortex mobilities at higher temperatures translates to higher resistivity.

3.4 Relation to experiments

Figure 3.3 shows the low-temperature and low-field magnetoresistance of disordered InOx

thin films extracted from two different experiments [124, 134]. The two sets of the positive
magentoresistance data are fitted to the form ln(ρ) = aBn +b. For the data from Ref [124],
we get n = 2.834±0.024 and for the data from Ref [134], we get n = 2.542±0.131. In the
Coulomb blockade dominated regime according to the predicted form given in Eq. (3.10), n
should be equal to 2. This difference could be due to various reasons. The form in Eq. (3.10)
is only valid if we treat Josephson tunneling perturbatively to leading order. We have made
some crude simplifying assumptions while estimating the properties of the SC islands from
the disordered Boson model subjected to a magnetic field. Hence the exact form in Eq. (3.10)
may not hold; but a crucial outcome of the analysis is that the resistance is exponentially
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Figure 3.3 Resistivity ρ as a function of perpendicular magnetic field B for disordered
InOx thin films as reported in Ref.[124] (data 1) and Ref. [134] (data 2) in the low-field
region where the fits are to the form ln(ρ) = aBn+b. In the region where Coulomb blockade
is dominated we predicted n = 2. Here for data 1 we get n = 2.834±0.024 and for data
2, n = 2.542± 0.131. The possible reasons for deviations from the predicted form are
discussed in the main text, but the main point is that the resistance is exponentially sensitive
to the magnetic field.

sensitive to the magnetic field in the Coloumb blockade regime and this aspect is nicely
obeyed in the two sets of experimental data. Finally the deviations from the predicted form
can also occur due to the opening up of a quasiparticle transport channel which we have
totally ignored. This can be more prominent as we approach the magnetoresistance peak
since the very existence of the peak is thought to be due to the presence of a quasiparticle
channel as well.

In samples with lower disorder [134], unsurprisingly, Coulomb blockade does not ade-
quately explain the data; however, the other critical scaling regimes (AB phase frustration
and BKT) show better agreement even though we were unable to distinguish between the two.
In Fig.3.4, we show the sheet resistance R□ vs. magnetic field data near a field-driven SNT in
a homogeneously-disordered InOx thin film from Ref. [134], and attempt fits of this data to
the BKT behavior (R□ = R0e−1/

√
B−BKT ) and the non-BKT behavior (R□ = R0e−1/(B−BAB)) .

It is difficult to say which of these two laws describes the data better; however, we argue that
the non-BKT fit might be a bit better on account of a more reasonable value for the high-field
resistance R0.

In a recent study of the field-tuned SNT at 2D interfaces of gated oxide heterostructures
[25], it was reported that for certain gate voltages, the critical magnetic field at low tem-
peratures was independent of the temperature, suggestive of the phase frustration driven
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Figure 3.4 Sheet resistance R□ of homogeneously-disordered InOx thin films as a function
of perpendicular magnetic field B near the field driven SIT (data extracted from Ref. [134]).
The fits are to a BKT law R□ = 5.02×104e−16/

√
B2−9.22 (solid red curve) and the non-BKT

law R□ = 1.53×104e−61.2/(B2−8.92) (blue dashed curve). The BKT transition is driven by
thermal phase fluctuations while the non-BKT transition is driven by phase frustration.
Both the laws fit the data equally well; however the pre-factor of the exponential, which
represents the high-field sheet resistance, is a more reasonable number in the non-BKT case
since in the actual data, the peak value of resistance is of a comparable order.

SNT mechanism. Finally, our predictions for superfluid stiffness in the XY regime can
possibly be tested through studies of field-dependent ac conductivity[102] and may provide
an independent means for distinguishing between the two regimes in the XY phase.

3.5 Discussion

In summary, we studied the field-dependence of the distribution of SC islands in strongly
disordered superconductors and constructed an effective Josephson-junction model with
field-dependent parameters. Analyzing the model in different physical regimes - dominated
by Coulomb blockade, thermal phase fluctuations or Aharanov-Bohm phase fluctuations
- we obtained the field-dependence of resistivity and superfluid stiffness. In the Coulomb
blockade regime, available experimental data is in excellent agreement with our prediction
ρ(B)∼ e(B/B0)

2
, while in the critical scaling region, available magnetoresistance data [134]

is insufficient to distinguish between BKT and AB phase frustration regimes.
At very low temperatures, the critical behavior in the vicinity of the quantum critical

point (Ec/J(B) ∼ 1) is expected to be that of the 3D XY universality class. For the field-
tuned transition in systems with homogeneous potential disorder, the rapid decrease of
the Josephson coupling J(B) with field implies that the likely experimental trajectories in
the T/J vs.Ec/J plane rapidly move out of the quantum critical region into the Coulomb-
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blockade dominated region where Ec/J ≫ 1. In contrast, in systems such as nanopatterned
SC proximity arrays, the fabrication technique is such that the separation of SC regions (and
thus J(B)) is not as field-sensitive. Such systems look attractive from the point of view of
studying the critical behavior near the field-tuned SNT, especially in the quantum critical
region Ec/J(B) ∼ 1. In our study we neglected pair-breaking effects which likely play a
crucial role in explaining the giant negative magnetoresistance observed at higher fields
[117, 47]. Pair breaking opens up an additional quasi particle transport channel, and it would
be interesting to study magnetic field effects in phase models with both quasi particle and
Cooper pair tunneling.



Chapter 4

Disordered BKT transition and
superinsulation

4.1 Introduction

Strongly disordered superconductor thin films in the insulating side of a magnetic field tuned
SIT, show a surprising phenomenon at very low temperatures: an abrupt drop in the current as
the voltage is lowered below a critical value [123, 145, 114] (see Fig 4.1 ). This phenomenon
is identical to the abrupt voltage drop seen in the SC transition at low temperatures as the
current is lowered below a critical value. This state of apparent zero conductance was called
superinsulator [145]. Further the transition to the zero conductance state was also observed
in the linear response regime: the conductivity was observed to drop abrubtly below a critical
temperature [113, 101].

The abrupt drop in the observed current-voltage characteristics was given a phenomeno-
logical explanation in Ref [8] as a consequence of electron overheating. But this phenomeno-
logical theory fails to explain the apparent transition to a zero conductance state that is
observed in the linear response regime and in particular the emergence of the temperature
scale at which the transition occurs. This finite temperature insulator transition was then
proposed to be a possible manifestation of the phenomenon of many body localization (MBL)
[113].

Diamantini et al. introduced the concept of a superinsulating state in the framework
of the gauge theory of Josephson junction arrays (JJA)[45] as a realization of the Cooper
pair-vortex duality [59, 56, 89], and later it was proposed in Ref [145] that the superinsulator
is a low-temperature charge-BKT state. The zero temperature SIT then corresponds to the
mutual termination of charge- and vortex BKT transitions at the self-dual point [56, 22].
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The self-dual point separates a SC state that harbors Cooper pair condensate and pinned
vortices from a superinsulating state where Bose condensation of vortices inhibits charge
transport [89, 145]. The dual picture leads to similar vortex and Cooper pair dynamics
on either side of the SIT [56]. The divergence of the dielectric constant near the SIT in
strongly disordered superconductor thin films which in turn leads to 2D logarithmic Coulomb
interactions between the Cooper pairs over appreciably macroscopic scales[145] provides a
material platform for the realization of charge BKT physics. Further this also explains why
the superinsulating transition is only observed for magnetic fields close to the SIT, since the
shrinking of the SC islands beyond a field strength will bring down the effective dielectric
constant and thus the logarithmic interaction between charge excitations wil no longer be
valid.

Recent observations of the charge BKT critical behavior R ∝ exp[b/
√

1−T/TBKT]

[22, 101] is consistent with the dual BKT physics of the SIT [56]. Recent measurements
[113] of the temperature dependence of the sheet resistance of InOx thin films on the
insulating side in the vicinity of a magnetic field-tuned SIT reported, however, a surprising
observation of much more singular, the so called Vogel-Fulcher-Tammann (VFT)-like critical
behavior of the resistance, R□(T )∼ exp[const/(T −TVFT)]. This VFT dependence is viewed
as a standard critical behavior in glass-forming materials, but its origin remains a puzzle in
spite of the decades-long search, (see Ref [118]) for a review. At the same time, an earlier
suggestion made by Anderson [15] that the origin of the VFT law may also lie in logarithmic
interactions between topological defects in the glass-forming materials, makes it appealing
to revisit the theory of disordered superconductor films and to examine whether the VFT
criticality may arise in the framework of the BKT physics. We will show that this is indeed
the case.

We investigate here the nature of BKT criticality in strongly disordered superconductor
thin films in the framework of the disordered Josephson-junction array (JJA) model that
hosts both vortex and charge BKT transitions. Depending on the ratio of the characteristic
Josephson coupling energy EJ and the Coulomb energy scale, EC, one obtains either a SC
phase for EJ > EC, or insulating phase for EJ < EC [56]. For concreteness and also to connect
with the recent experiment[113, 101], we focus here on the insulating regime. Apart from
the well-studied effect of nucleating CP islands [55], we argue that potential disorder is also
a source of quenched random dipole moments. We show that such disorder in the dipole
moments, if sufficiently strong, turns the standard BKT critical behavior of conductivity

σ(T )∼ e−const/
√

T−T BKT (4.1)
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Figure 4.1 The observation of the superinsulating transition reported in Ref [145]. Here
the transition is observed in the insulating side of a magnetic field tuned SIT. The abrubt
drop in the current as the voltage is lowered to a critical value is observed up to a critical
magnetic field strength. Beyond this a normal insulating behavior is seen. (Figure shown
from Ref. [145] with permission.)

into the more singular VFT criticality

σ(T )∼ e−const/(T−TVFT) . (4.2)

The difference of critical behaviors comes from poorer electrostatic screening (in the VFT
case) due to the freezing of charge dipole excitations that is known to occur [137] in the
absence of interactions of the dipole-dipole kind once disorder strength exceeds a criti-
cal value. This critical strength is determined by the ratio of temperature and Coulomb
interaction scales. Based on this consideration, we posit that the VFT and BKT phases
respectively correspond to nonergodic and ergodic regimes of the superinsulator. The strong
disorder criterion is η > T/2EC, where dimensionless parameter η defines the strength
of disorder via the correlation function of the coarse-grained random dipole potential,
⟨(V (r)−V (r′))2⟩ ≈ 4ηE2

C ln(|r− r′|/R). We construct the disorder vs. temperature phase
diagram of the superinsulator transition, and this, along with the critical behaviors given
by Eqs. (4.1) and (4.2) and the physical understanding for the difference in the two critical
behaviors are the main results of this chapter.

4.2 JJA model and disordered Coulomb gas description

We consider a homogeneously disordered two-dimensional superconductor on the insulating
side of the SIT. Coarse-graining over the size of the Cooper pairs, we approximate the
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disorder background charge distribution ρ(r) as a Gaussian white noise correlation function,
⟨(ρ(r)− ρ̄)(ρ(r′)− ρ̄)⟩ = ndδ (r− r′), where the average background charge density, eρ̄ ,
equals the average charge density of the Cooper pairs, and nd is the variance of the coarse-
grained background charge distribution. The system is customarily viewed as a lateral JJA
comprising SC droplets coupled by Josephson links as discussed in Chapter 2. The droplets
nucleate at deep potential fluctuations resulting from intrinsic quenched charge disorder of
the host. Near the SIT, the size of the droplets is expected to be of order of the SC coherence
length and in any case exceed the characteristic localization length of single particles in
the disordered potential [93, 55, 125]. In the JJA, the effective dielectric constant and,
accordingly, the crossover length is expressed via the characteristic capacitances [56]. We
will address the situation Λ ≳ L so that the interactions between the charges is logarithmic.

The excess charge on a droplet interacts with the charge distribution of other droplets. The
leading contribution to the energy is provided by the electric ‘monopoles’, the single excess
charges ni on the other droplets, −∑i ̸=j ECninj ln |(ri − rj)/a|, where a is a microscopic
length scale (the size of the droplet), EC = q2/2C is the characteristic energy for creation of
a CP dipole (q = 2e) across neighboring droplets and C is the inter-droplet capacitance [56].
The next order contribution comes from the dipole moments of the grains, Pi, which yield
the random potential energy

Vi = ∑
j

q
2πC

P j · ri j

r2
i j

. (4.3)

Using ⟨P⟩= 0, we see that the dipole-induced random potential is logarithmically correlated:

⟨(V (r)−V (r′))2⟩ ≈ 4ηE2
C ln
(
|r− r′|/R

)
, (4.4)

where η = π⟨P2⟩/q2R2, R is the typical radius of a grain and ⟨P2⟩ ∝ nd.

The effective action for JJA comprises both, the charge and phase degrees of freedom as
discussed in Chapter 2.

S[n,v] =
∫ β

0
dτ ∑

i,j

(
ECniUijnj +EJviUijvj + ιniΘij∂τvj

+
1

2EJ
∂τniUij∂τnj

)
+∑

i
Vini, (4.5)

where vi are the integer-valued vortex degrees of freedom, defined on the dual lattice,
Θij = arctan

(
yi−y j
xi−x j

)
and Ui j =− ln |ri−r j|. In the insulating state where EJ ≪ EC, EJ being

the typical strength of the Josephson coupling, we can treat the integer valued vortex fields
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as continous fields and integrate them out to obtain the effective charge action as

Se[n] =
∫ β

0
dτ ∑

i,j
Uij

(
1

EJ
∂τni∂τnj +ECninj

)
+∑

i
Vini . (4.6)

Hereafter we neglect the temporal fluctuations as they are irrelevant at low energies and
do not alter the nature of the phase transition governed by the interplay of the long-range
Coulomb interaction and disorder correlations. The parameters in the model are thus the
temperature T, Coulomb energy scale EC and the effective disorder strength η .

4.3 Results from scaling analysis

A scaling analysis of the classical 2D Coulomb gas Hamiltonian in Eq. (4.6) proceeds
through analyzing the disorder averaged real-space Kosterlitz renormalization group (RG)
equations as discussed in Chapter 3 and Appendix A. Following the discussion in chapter
3, we see that the phase boundary between the superinsulating (XY phase) and normal
insulating (disordered) phases is given by

2− EC

T
+

ηE2
C

T 2 = 0 for T > Tg = EC

√
η
2

; (4.7)

η = ηc =
1
8

for T ≤ Tg, (4.8)

where EC and η stand for the renormalized quantities at ℓ= ∞.
Two distinct critical behaviors are identified on approach to the charge BKT transition.

Near the phase boundary at small degrees of disorder, the correlation length exhibits the
usual BKT criticality

ξ ∼ e1/
√

b/[(T/TBKT)−1], (T −TBKT)/EC ≪ 1 , (4.9)

where, TBKT = EC/2 is the critical temperature of the charge-BKT transition [56] and b is a
numerical constant of order unity. For finite but small disorder η , the dependence of TBKT

on η can be obtained from the solution of Eq. (4.7). Near the disorder-controlled phase
boundary, the correlation length is

ξ ∼ e1/(η−ηc), T/EC ≪ 1, η −ηc ≪ 1 , (4.10)

where ηc = 1/8 is the critical disorder strength at low temperatures for the transition.
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Figure 4.2 A sketch of the phase diagram of the superinsulating state and critical be-
haviours of a two-dimensional Josephson-junction disordered array in disorder-temperaure
coordinates. Disorder being considered is the quenched random dipole moments of the
grains. In the superinsulating phase, the probability of single charge excitations is zero. The
transition to the conducting state occurs via the proliferation of the single charge excitations
generated either thermally or by disorder. The former leads to the BKT criticality, given
by Eq. (1), while the latter results in VFT behavior of Eq. (2). The dotted line η = T/2EC,
separates the nonergodic region (shaded green), where the charge dipoles freeze (their free
energy becomes independent of temperature), from the ergodic region (shaded blue) where
a finite entropy is associated with the charge dipoles which can appear anywhere. Likewise,
the VFT critical region is nonergodic and conducting, while the BKT critical region is
ergodic and conducting.

4.4 Ergodic and nonergodic regimes

To understand the physics underlying these two critical scenarios, we look at a dilute gas
of charge dipoles subjected to disorder and neglect the dipole-dipole interations. Here,
the distinct critical scenarios correspond to the system freezing into either the ergodic, at
low disorder, or into the nonergodic, at strong disorder, respectively, superinsulating states
as shown in the phase diagram in disorder-temperature coordinates in the Fig. 4.2. The
dotted line η∗(T ) = T/2EC, marks the onset of freezing of isolated charge dipoles [137]
where freezing means that the free energy of dipole excitations loses an explicit temperature
dependence. To see this, consider a dilute gas of dipoles, where the inter-dipole distance D
far exceeds the typical dipole size R. In this dilute limit, we focus on a region of linear size
D containing a single dipole. The energy of this dipole is

Ed ∼ 2(lnY +EC ln(R/a0))+(V (+)(r)−V (−)(r′)), (4.11)

where V (±) refer to the respective potential energies of the positive and negative charge
constituting the dipole, |r− r′| = R. The first term is a uniform part and the latter term is
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a random contribution. Although V (+) and V (−) individually have long-range correlations,
their difference is short-range correlated beyond the scale R. The variance of this random
potential difference is easily seen to be ∆ = 4ηE2

C ln(r/a0). Thus we effectively have a single
particle (the dipole) subjected to a Gaussian white noise random potential with variance
∆. Factoring out the constant part of the energy, we construct the partition function for the
random energies of different charge configurations,

Z = ∑
N

exp[−βE i
d], (4.12)

where i labels the charge configuration, N ∼ (D/a0)
2(R/a0)

2 is the total number of configu-
rations. This random energy model has been extensively studied in the literature [42]. The
free energy is known to have the following form,

F =−c(T,s) lnN +O(ln lnN), (4.13)

where,

c(T,s) =

T + s/2T forT > Tg(s)√
2s forT < Tg(s)

(4.14)

Here s = ∆/ lnN and Tg(s) =
√

s/2. Then for our case, we have,

s =
2ηE2

C ln(R/a)
ln(R/a0)+ ln(D/a0)

. (4.15)

The free energy is given by,

Fd(D,T )∼ 2(lnY +EC ln(R/a0))−2c(T,s) ln
(

DR
a2

0

)
(4.16)

The freezing now takes place at T ∗ = Tg(s). The typical inter-dipole distance D can be
determined from the condition, Fd(D,T ) = 0. The D thus determined will then initially
increase as T decreases and then lock to a value D∗ as T < T ∗. Thus T ∗ is obtained by self
consistently solving the equation,

T ∗ = Tg(s∗), (4.17)

with s∗ given by (4.15) by putting D = D∗. The solution is then given by, T ∗ = 2ηEC.
Physically the distinction betweeen the two critical behaviors could be understood as

follows (see also Fig 4.3). In the ergodic phase the dipoles can appear anywhere and thus
assume the most efficient – for screening – configuration. In the nonergodic phase, the dipoles
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Figure 4.3 Schematic illustration of how freezing alters the usual BKT critical behavior.
(a) In the ergodic phase the dipoles can appear anywhere and thus assume the most efficient
– for screening – configuration. (b) In the nonergodic phase the dipoles are frozen and may
not provide an efficient screening compared to that due to thermally generated dipoles. This
inturn leads to the more singular VFT critical behavior.

are frozen, as they emerge mostly due to fluctuations in the random quenched potential,
and hence may not provide an efficient screening as compared to the one due to thermally
generated dipoles. This then leads to the more singular VFT-like critical behavior. In the
presence of dipole-dipole interactions, it remains an open question as to whether the above
transition remains a true one or becomes a crossover.

4.5 Charge transport in the critical region

The experimentally measurable quantity is conductivity, σ ≃ µcnc, where µc is the charge
mobility and nc ∼ 1/ξ 2 is the density of free charges in the critical regime [76]. Then
Eq. (4.9) leads us to our result in Eq. (4.1), i.e., the vanishing of conductivity in accordance
with the BKT law.
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We next address the conductivity in the strong disorder case described by Eq. (4.10). In
Sec. 4.3, the disorder strength was treated as a temperature independent parameter. However
in our description of the effective JJ model (see Sec. 4.2), η in general depends on the
temperature. Physically, increasing the temperature increaes the ionization of the dopants.
We assume an activated temperature dependence nd(T ) = nd(0)+Nde−Ed/T , where Ed is the
characteristic dopant-carrier binding energy for dopant levels near the conduction or valence
bands. The temperature dependence of nd imparts a temperature dependence to the disorder
strength, η . Let Tc be the temperature at which η(Tc) = ηc. Expanding nd(T ) in the vicinity
of Tc, nd(T )≈ nd(Tc)[1+(T −Tc)(Ed/T 2

c )], we recover the VFT law for conductivity near
the disorder-driven transition with T VFT = Tc and constant = 2T 2

c /(Edη(Tc)). Note that
this result is obtained under the condition Tc < EC/2, for otherwise the condition for the
thermally-driven BKT transition is satisfied first with the increasing temperature and one
obtains the BKT behavior of Eq. (4.1) as expected for the weak disorder case. Comparing
VFT and BKT results one concludes that the transition from the VFT to the BKT behavior
occurs at η(T BKT) = ηc. Different critical behaviors in the strongly and weakly disordered
regimes implies the existence of two distinct phases of the superinsulator.

4.6 Discussion

In summary, we have shown that in strongly disordered superconductor thin films, a logarith-
mically interacting 2D charge Coulomb gas may be realized in the vicinity of the SIT, where
the dielectric constant tends to diverge. Apart from the well-known formation of SC islands,
we proposed that quenched disorder also induces quenched random dipole moments of the
charge distribution of the SC islands, which in turn, is the source of long-range (logarith-
mically) correlated potential fluctuations acting on the charge excitations. We also showed
that the strength of the long-range correlated disorder increases with temperature. At low
temperatures, a charge BKT (superinsulator) phase is realized, characterized by a vanishing
conductivity. Increasing the temperature ultimately results in a BKT transition to a normal
insulator phase. We showed that in the critical normal region, the conductivity continuously
vanishes in accordance with two different laws - the usual BKT law for small disorder
strengths, and a more singular VFT law for strong disorder strengths. We posit that these
two distinct critical behaviors are manifestations respectively of ergodic and non-ergodic
regimes of the superinsulator phase. The transition from the ergodic to nonergodic regimes
is associated with the freezing of single charge dipole excitations.

By observing the critical behavior experimentally, we can understand if the system
undergoes a transition to the ergodic or nonergodic superinsulating state. Based on the
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existing data, we suggest that disordered SC TiN and NbTiN films [145, 22, 101] exhibit
transition into the ergodic phase of the superinsulator, while the VFT criticality reported in
InO films [113] suggests nonergodic behavior.

An analogous situation may also arise in the context of the SC transition in these systems
in the presence of a finite magnetic field. Here, random Aharanov-Bohm phases associated
with Cooper pair hopping lead to a (logarithmically) long-range correlated disorder for the
vortex Coulomb gas [34, 116]. The crossover length separating 2D and 3D Coulomb regimes
is now the Pearl screening length, λP = λ 2/t, where λ is the standard London penetration
depth and t is the thickness of the SC film. Vortices tend to appear in regions of small local
superfluid stiffness, and analogously to the residual charge dipoles discussed above, one now
has residual vortex dipoles oriented along random directions. Since the (vortex) disorder
parameter η is proportional to the density of randomly oriented vortex dipoles, increasing
the temperature leads to the excitation of more dipoles in the weak-link regions thereby
increasing η . Proceeding with the analysis we followed for the superinsulator phase, we
arrive at essentially the same phase diagram and critical behavior for the superconductor
phase. Owing to the vortex-charge duality, here the resistivity vanishes in accordance with
either the BKT or VFT law upon approaching the SC phase boundary.

In Ref. [113], the authors propose that their finite temperature insulator transition could
be a manifestation of the many-body localization (MBL) transition [73, 21]. The rationale
behind this suggestion is that the CPs are only weakly coupled to the phonons, which is
one of the prerequisites for observing an MBL transition. In what follows, we compare and
contrast our picture with those obtained in the MBL framework. The critical behavior of
σ(T ) on approaching the MBL transition proposed in Ref [73] is identical to our result for
the ergodic BKT regime, while a recent result for conductivity in the vicinity of a many-body
localized phase [72] resembles our nonergodic BKT behavior of Eq. (4.10).

A key difference is that in our picture, the zero conductivity phase is the result of long-
range Coulomb interactions and turning up the disorder ultimately takes us out of this phase,
while, in the MBL picture, the zero conductivity state is underpinned by disorder, and,
Coulomb interactions provide the means to delocalize the charges. Historically, MBL studies
have focused on the case with the short range interactions, but the recently proposed extension
of MBL to a model with long-range interactions [104] challenges the earlier understanding
that MBL does not occur for long range interactions [62]. We further note that while the MBL
phase is essentially nonergodic, our superinsulating phase is ergodic for T > 2ηEC, and
non-ergodic for T < 2ηEC. In the nonergodic region, the transition from the superinsulating
phase to the conducting phase is reminiscent of the transition to nonergodic conducting
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regime derived in the MBL framework [7]. The comparison of BKT and MBL pictures is
summarized in Table I .
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Property Quantum many-body localization 2D disordered Coulomb gas
Role of
disorder
and
interactions

Disorder underpins MBL, interactions
provide a mechanism for delocalization.

Long-range (logarithmic) interactions
responsible for superinsulation. Disorder
facilitates transition from superinsulator to
normal insulator.

Nature of
interaction

Finite temperature insulator has been
demonstrated for short range interactions.
However a recent study claims that the
MBL considerations can be extended to
long range interactions also [104].

Logarithmic Coulomb interaction germane
to finite temperature insulator. Further, VFT
scaling for σ(T ) requires logarithmically
correlated disorder.

Mechanism

σ(T ) = 0 if the gap in the spectrum of
many-particle bath excitations exceeds the
corresponding inelastic scattering rate
[73, 21]. Finite σ due to thermal activation
above mobility edge not possible as
mobility edge diverges with system volume
[21].

(a) Low disorder (η ≪ ηc): Transition from
superinsulator phase σ(T ) = 0 occurs when
long-range Coulomb interaction gets
screened by thermally generated low-energy
charge dipole excitations. (b) High disorder
(η > ηc): Transition occurs due to seeding
of low-energy single charge excitations due
to deep potential fluctuations.

Erogodicity

MBL phase is nonergodic. Recent work [7]
suggests existence of a nonergodic
delocalized phase near the MBL phase, and
also that the transition between the
nonergodic and ergodic delocalized phases
resembles the classical glass transition.

Phase diagram has both ergodic and
nonergodic regions with respect to the
occurence of charge dipoles. Dilute gas of
dipoles freezes [137] for T/Ec < η .
Transition from XY to conducting phase
can take place in both the ergodic and
nonergodic regions resulting in KT-like or
VF-like scaling respectively for σ(T ).

Cayley tree
structure

Transition temperature and critical
behaviour are obtained by an approximate
mapping of the problem to an Anderson
model in Fock space with a Cayley tree
structure.

Scaling equation for charge fugacity in the
disordered model can be recast in the form
of the KPP equation [34] in relevant
variables. The KPP equation arises
naturally in studies of directed polymers on
the Cayley tree [43].

Table 4.1 Comparison of two different theoretical routes to superinsulating behaviour
based on (i) quantum many body localization and (ii) 2D disordered Coulomb gas.



Chapter 5

Keldysh field theory of nonequilibrium
transport in a dissipative Mott insulator

5.1 Introduction

A central challenge in the area of dissipative quantum systems driven far from equilibrium
relates to understanding the relaxation of initial conditions and the approach to nonequi-
librium steady states. The temporal evolution is governed by the distribution of the initial
disturbance over the many-body eigenmodes of the system, the nature of the bath and
its coupling to the system, and the driving protocol. Mott insulator systems driven out
of equilibrium are particularly interesting as they provide a meeting ground for quantum
mechanics, strong interactions, dynamical processes and constraints. Many recent studies
have attacked the problem of the nonequilibrium response of fermionic [65, 110, 108, 109,
50, 17, 140, 51, 111, 64, 94, 63, 46, 9, 18, 119, 103, 49, 85, 78, 107, 16, 52] or bosonic
[121, 30, 35, 142, 92] Mott insulator systems subjected to a uniform and static electric field.
One of the key questions concerns the fate of Bloch oscillations with increasing correlation
strength [50, 51, 121, 35, 64, 63, 46, 16]. Another important question is regarding the role
played by dissipation in the attenuation of the Bloch oscillations and the eventual approach
to a nonequilibrium steady state (DC transport in particular) [94, 9, 17, 140, 16, 18]. A third
crucial issue is related to the nature of nonequilibrium phase transitions in Mott insulator sys-
tems [121, 110, 109, 108, 17, 140, 119, 107, 52, 85, 78, 107, 16]. Different techniques have
been employed in the literature that address some of these issues – these include numerical
approaches such as solving time-dependent Schrödinger equations [110], nonequilibrium
dynamical mean-field theory (NDMFT) [127, 111, 94, 63, 46, 9, 17, 18, 52, 16, 50, 51], time
dependent density matrix renormalization group (TDMRG) [108, 49, 85, 78], as well as



52 Keldysh field theory of nonequilibrium transport in a dissipative Mott insulator

analytic ones based on the Bethe ansatz [109, 107], including the phenomenological general-
izations to PT -symmetric models [140, 65]. In this paper, we develop a new analytic field
theoretical approach based on the Keldysh technique and address the above three questions.
Our method also provides a general analytic framework to investigate novel and wide variety
of nonequilibrium phenomena in strongly correlated systems.

It is long known that a noninteracting particle hopping on a periodic lattice subjected to a
uniform electric field exhibits Bloch oscillations - the spectrum is discrete (Wannier-Stark
ladder [146, 66]), and the particle motion is bounded. Correlations, dissipation and disorder
can all suppress the Bloch oscillations by providing relaxation or breaking lattice translation
symmetry. For field strengths such that the potential energy change between neighboring
sites far exceeds correlation and other energy scales in the problem, Bloch oscillations have
been found to persist [30, 35, 50, 51]. Physically, this can be understood from the fact that
the noninteracting Wannier-Stark states are highly localized at the lattice sites at strong fields,
and the correlations remain local in the Wanner-Stark basis. At fields where the potential
energy drop in a bond is comparable to the interaction strength, study of the Bose-Hubbard
model at integer filling establishes that the motion remains finite [121]. Recent numerical
studies of fermionic Mott insulators show that at large fields, the electrons execute Bloch
oscillations whose frequency approaches the noninteracting counterpart [50]. At smaller
fields, the understanding for a long time was that interactions, through mixing of different
momentum modes, attenuate the Bloch oscillations ultimately giving way to a steady state
DC response[50, 51]. However recent work suggests that the apparent steady state DC
behavior is only transient and ultimately gives way to finite (oscillatory) motion with a period
different from that of the noninteracting Wannier-Stark states [16]. The current understanding
is that dissipation is a necessary ingredient for establishing steady state DC response.

Bloch oscillations can be suppressed by dissipation through coupling the system to a
bath. Earlier literature shows that even at a single-particle level, coupling the system to a
phonon bath [53] or a fermionic bath [77] results in a finite DC response at any value of
the coupling strength; however for the case of coupling to a phonon bath, signatures of the
Wannier-Stark ladder are still evident in the spectral function, which are found to diminish
with increasing electron-phonon coupling [39]. Recent works have also considered the effect
of correlations in dissipative models. The dissipation is introduced either by coupling the
system to a bath [17, 18, 94, 9] or by phenomenological means, for example, by introducing
non-Hermitian terms in Hamiltonians preserving PT symmetry [140, 65] or using Lindblad
formulations [19]. The former (heat bath) case has been studied using a numerical Keldysh
DMFT approach [17, 17], while the Bethe ansatz method is usually employed in the latter for
one-dimensional systems [140]. Both these approaches yield a steady state nonequilibrium
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response and nonequilibrium transitions from the Mott insulator state to a metallic state. In
addition, an important observation was made in Ref. [17] that weak dissipation does not
completely suppress quantum coherent oscillations - the numerically calculated single particle
spectral function shows “Bloch islands” at beating frequencies involving the noninteracting
Bloch oscillations and the Coulomb interaction strength. These features get suppressed as
dissipation is increased. Despite these advances in the numerical studies of the microscopic
model, many important issues have not yet been addressed; for instance, it is not known how
the transient Bloch oscillations decay in time eventually establishing a DC current state, and
how they get suppressed in the presence of dissipation. Phenomenological models such as the
PT symmetric Hubbard models are analytically tractable and give valuable insights such
as the critical behavior near the nonequilibrium Mott insulator to metal transition; however
relating the model parameters directly to experimentally relevant quantities has proved to be
a challenge. Moreover, these models are designed to study the nonequilibrium steady state
but not the transient response.

In band insulators, the linear response conductivity vanishes at zero temperature but
electronic transport at finite electric fields is possible through the generation of low-energy
particle-hole pairs by the Landau-Zener-Schwinger (LZS) mechanism [91, 148, 128], with
the probability P of this process related to the electric field measured in terms of the potential
energy drop, D, across a link, and the band-gap ∆ as P ∼ exp[−∆2/cD], where c is a
constant with the dimension of energy. For the fermionic Hubbard chain subjected to
an electric field, a similar expression has been proposed in Ref. [108], with band-gap ∆

being replaced by the Mott gap. Turning on a finite dissipation (coupling to a fermionic
bath) under such nonequilibrium conditions, DMFT calculations of Ref. [17] show that the
Hubbard bands leak into the Mott gap, and beyond some value of the dissipation strength, a
quasiparticle feature, signaling a bad metallic phase appears, in the spectral function. The
crucial question here is whether and under what circumstances this dielectric breakdown
becomes a true nonequilibrium phase transition. Analysis of the phenomenological PT

symmetric fermionic Hubbard chain [140] suggests that this is a true nonequilibrium quantum
phase transition and is associated with breaking of PT symmetry in the metallic phase.

In this paper we develop an effective Keldysh field theory of a dissipative one-dimensional
Mott insulator subjected to a uniform electric field and study it analytically to address the
broad questions outlined above. Our microscopic model consists of a one-dimensional
array of mesoscopic metallic quantum dots – each of these quantum dots contains a large
number of electrons occupying the dot energy levels. The large number of degrees of
freedom (DoF) in each mesoscopic dot effectively constitute a fermionic bath and provide a
source of dissipation through the Landau damping mechanism. In addition, as we discuss
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below, the large DoF acts as a large-N parameter (see also [147]) and facilitates a tractable
analytic treatment of our model. The analytic tractability that our large-N formulation
provides is analogous to that of large dimensionality in the DMFT approach to the Hubbard
model. Under equilibrium conditions, the model is described by the following Hubbard-like
Hamiltonian with multiple flavors (representing dot energy levels) of electrons at each site
(we set electron charge e = 1, lattice spacing a = 1, h̄ = 1, kB = 1):

Ĥ = Ĥ0 + ĤC + ĤT , where (5.1)

Ĥ0 = ∑
k,α

ξαc†
j,αc j,α , (5.2)

ĤC = ∑
k

EC

[(
∑
α

c†
k,αck,α

)
−N0

]2

, (5.3)

ĤT = ∑
k

∑
α,β

(
t̃k,k+1
αβ c†

k,αck+1,β +h.c.
)
. (5.4)

Here k labels the site index, α represents the different energy levels (Eα ) within a dot,
ξα = Eα − µ (µ being the Fermi level in the dot), t̃k,k+1

αβ is the inter-dot tunneling matrix
element connecting levels α and β on dots labeled k and k+1 respectively, EC is the Coulomb
energy of single-electron charging, and N0 is the equilibrium charge on a dot. The tunneling
between the dots could be through an insulating barrier (as is the case in granular metals) or
through ballistic point contacts (as may be the case in artificial quantum dot arrays). The
Fermi energy in each dot is assumed to be the largest energy scale. In addition, we also have
a small energy scale, δ , which is the mean level spacing in the dot and is approximately
related to the volume of the dot, V, and the density of states at the Fermi level, ν(µ) through
δ ≈ 1/(ν(µ)V ). Elementary excitations in each isolated dot are of the low-energy particle-
hole kind, which in the limit of large dot size, tend to become gapless. Interestingly, other
models such as the Sachdev-Ye-Kitaev (SYK) [122, 86] model on a one-dimensional lattice
[75, 41] interaction share a similar structure, and are also characterized by gapless excitations
locally.

We study the model in Eq. (5.1) in the Mott insulator regime where EC ≫ δ , T
and g ≲ 1, where T is the temperature, and g is the dimensionless inter-dot tunneling
conductance. For granular metals, the intergrain tunneling conductance is of the form
g ≈ π2|t̃α,β |2(V ν(µ))2 = π2|t̃α,β |2/δ 2. For ballistic point contacts separating the quantum
dots, the transverse (waveguide) momentum k⊥ is conserved during tunneling (i.e. t̃α,β ≡ t̃k⊥)
but the longitudinal momentum k∥ is not, and g has the form, g ≈ π2

∑k⊥ |t̃k⊥|2(ν1DL)2,

where ν1D is the one-dimensional density of states associated with the different sub-bands
labeled by k⊥ and L is the dot size. In this Mott insulator regime, a conventional perturbation
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expansion in the interaction is not possible. We therefore adopt a bosonization scheme well
known in the literature as the Ambegaokar-Eckern-Schön (AES) [11, 23] model of granular
metals - a class of Mott insulators. The AES model is, in effect, a rotor model with the
difference that now the phases at each site in the AES model are dual to the total charge in the
dot at that site. The AES model consists of a charging part that represents Coulomb blockade
effects, and a dissipative tunneling part that describes inter-dot hopping of electrons. Unlike
other dissipative models such as Caldeira-Leggett [32], the tunneling part of the AES model
is periodic in the phase fields reflecting charge quantization. The large number of degrees of
freedom on each dot makes the model analytically tractable, allowing one to discard terms in
the effective action that are higher order than two in the inter-dot tunneling conductance. The
model is tailor-made for studying transport, and consequently, information about the internal
low-energy excitations at a site appears only at the level of the tunneling term.

In equilibrium or linear response situations, the AES model appears in diverse contexts
including unusual transport phenomena in granular Mott insulators such as cotunneling
dominated variable-range hopping [139, 23] and breakdown of the Wiedemann-Franz law by
emergent bosonic modes [141] and the Kondo effect in quantum critical metals [129, 96]. A
bosonic channel for thermal transport analogous to that in the AES model [141] has recently
been reported for the SYK model [41]. It is also well-known that even in the regime of
metal-like conduction (g ≫ 1, T ≫ gδ ), the low-energy excitations of the AES model are
not quasiparticle-like, i.e., are not characterized by their momenta and spin, a property shared
with the SYK model [41].

We generalize the AES model to the nonequilibrium case using the Keldysh formalism.
For the case of a single mesoscopic quantum dot connected to noninteracting leads, a similar
Keldysh generalization has been studied in the literature (see e.g. [3]). The granular chain,
as we shall see, has significantly different physics from the single dot problem arising from
the periodicity of the lattice and also the relevance of long-range tunneling processes since
potential energy gain from cotunneling over multiple dots can offset the Coulomb blockade
effects. In the equilibrium (Matsubara) treatment of the AES model, in order to properly
treat charge quantization effects, essential in Coulomb blockade, finite winding numbers of
the phase fields must be taken into account. In the real time Keldysh case, this is achieved by
going to a mixed phase-charge representation (instead of a pure phase-only representation)
and restricting the path integral over the classical component of the charge field to integer
values.

We calculate the current response of our Keldysh AES model for the granular Mott
insulator subjected to a uniform electric field at temperatures much smaller than D and EC, and
we further assume the mesoscopic dots are sufficiently large so that the temperature greatly
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exceeds the mean level spacing δ . After the electric field is switched on, the leading order
(in g) current response shows an oscillatory transient response whose primary components
are the two beat frequencies, ω± = |D±2Ec|:

Jtr ≈− 4gΘ(τ)
(2π)2EC

1
τ2

[
ω−
ω+

sin(ω+τ)+
ω+

ω−
sin(ω−τ)

]
. (5.5)

These oscillations arise, as we shall show in the paper, from a combination of the periodicity
of the lattice, Coulomb correlations, and charge quantization. These beat frequencies have
also been observed [17] in DMFT calculations of the dissipative Hubbard model in the
form of “island” features in the spectral function, and in the dissipationless Bose-Hubbard
model [30]. In the absence of correlations (EC = 0), these oscillations would correspond
to the Bloch oscillation frequency ωB = |D|. The amplitude of these oscillations decays in
accordance with an inverse square law. Remarkably, the dissipation, which is responsible
for the decay of the amplitude of these oscillations, is nevertheless unable to suppress the
coherent quantum effects in a finite time scale. Apart from these oscillations, the current also
has a finite DC component for |D|> 2EC,

Jdc =
gΘ(τ)

π
[(D−2EC)Θ(D−2EC)+(D+2EC)Θ(−2EC −D)] , (5.6)

and is a direct consequence of the presence of dissipation.
Next, to understand the nature of the DC response at small fields, |D|< 2EC, we consider

the long time limit of the current response. For this purpose, we take into account higher order
cotunneling processes over multiple dots such that the Coulomb blockade is offset by the extra
potential energy gain. We provide analytic expressions for the field dependence of current
up to O(g2). The analysis of higher order terms at arbitrary field strengths rapidly becomes
very complicated; however we infer some general features. In the zero temperature limit,
there is a hierarchy of thresholds, D(n)

th = 2EC/n, with the nth order current corresponding
to the matching of the Coulomb scale with the electrostatic potential energy gain from
cotunneling over n successive dots. The leading order in g contributions to the current near
these thresholds has the form

j(n)(D)∼ nDgn(1−2EC/nD)2n−1
Θ(nD−2EC), (5.7)

where Θ is the Heaviside step function. Based on this expression, we show that at low fields
and small g, the field dependence of the current has the LZS form, j(D)∼D[g/ ln2(1/g)]2EC/D,

but with qualitative differences from the LZS particle-hole pair production probability
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P ∼ e−E2
C/cD for the non-dissipative Hubbard chain at half filling [109] deep in the Mott

insulator phaes.
An important question relates to the nature of the transition from the Mott insulating state

to a conducting state as a function of the field. In the dissipation free case, it is evident from
the expression for the LZS pair production probability that it is a crossover, howsoever sharp,
and not a true phase transition. A true phase transition to a metallic state is indicated if the
perturbation expansion for the current made from within the Mott insulator phase diverges
as a function of g(≲ 1) or D(< 2EC). If the form of the current is assumed to have the form
shown in Eq. (5.7) for a finite but small field strength away from the thresholds, then the
criterion for divergence of the perturbation expansion for the current is

g = g0

[
1− D

2EC

]2

, D ≪ 2EC, (5.8)

with g0 a constant of order unity. However, as we have already mentioned above, the
field dependence of high-nth order terms is complicated for fields away from the respective
thresholds D(n) = 2EC/n, and it is not currently clear to us how the above criterion would
change.

The rest of the paper is organized as follows. In Sec. 5.2, beginning with the microscopic
model of Eq. (5.1), we outline the derivation of our effective Keldysh-AES action. The
electric field is introduced through a time-dependent vector potential. We also present the
functional representation of the charge current in terms of the correlation functions of the
phase fields. In Sec. 5.3, we analyze the leading order contribution to the current from the
time the electric field is turned on. We show that there are Bloch-like oscillations whose
amplitudes decay as a power-law in time. Further, the existence of a finite DC response
at long times is also established. Sec. 5.4 is devoted to the analysis of the long-time DC
behavior for small field strengths. For this purpose, the higher order cotunneling processes
over multiple dots are considered in a perturbative expansion in small g, around the “atomic
limit” of isolated dots. We discuss the LZS form of the current response at small fields,
and the possible nonequilibrium phase transition to a metallic state. Finally, in Sec. 5.5 we
conclude with a discussion of our results and open questions.

5.2 Keldysh-AES action

In this Section, we obtain the effective Keldysh-AES action from the microscopic Hamilto-
nian introduced in Eq. (5.1) and also provide functional representation of the charge current
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that will be used throughout. Our derivation of the effective Keldysh-AES action parallels
the one in Ref. [3] for the case of a single quantum dot connected to noninteracting leads.

The first step consists of Hubbard-Stratonovich decoupling of the part of the action
corresponding to Eq. (5.1) that contains the Coulomb interaction term:

e−i
∫

t HC = exp

[
−ι ∑

k

∫
t
EC

(
∑
α

ψ̄k,αψk,α −N0

)(
∑
α

ψ̄k,αψk,α −N0

)]

∝

∫
DV exp

[
ι ∑

k

∫
t

1
4EC

(
V −2EC

(
∑
α

ψ̄k,αψk,α −N0

))2
]

e−i
∫

t HC (5.9)

To study nonequilibrium transport, we put our action on the Keldysh contour and we label
the fields with superscripts + and − corresponding respectively to the forward and backward
time parts of the Keldysh contour. For incorporating the initial condition information (i.e.
the initial density matrix) it is customary to work with a rotated classical-quantum basis in
the Keldysh space:

V c =
1
2
(V++V−) , Vq =V+−V−, (5.10)

ψc =
1√
2
(ψ++ψ−) , ψq =

1√
2
(ψ+−ψ−), (5.11)

ψ̄c =
1√
2
(ψ̄+− ψ̄−) , ψ̄q =

1√
2
(ψ̄++ ψ̄−), (5.12)

Ψ =

(
ψc

ψq

)
, Ψ̄ =

(
ψ̄c ψ̄q

)
. (5.13)

We call the superscripts c and q the “classical” and “quantum” components respectively. The
action S now assumes the form,

S = S0 +SC +ST , where

S0 = ∑
k,α

∫
t
Ψ̄k,α

[
ι∂t + ιη +µ −Eα −V c

k −V q
k
2 +2ιηFk

−V q
k
2 ι∂t − ιη +µ −Eα −V c

k

]
Ψk,α ,

SC = ∑
k

∫
t

(
1

2Ec
V c

k V q
k +N0V q

k

)
,

ST = ∑
k,α,β

∫
t
Ψ̄kα

[
t̃k,k+1
α,β 0

0 t̃k,k+1
α,β

]
Ψk+1,β + c.c. (5.14)
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Here Fk is related to the distribution function for noninteracting electrons in the kth dot
and is, in general, a function of two time arguments, i.e., Fk(t, t ′). For the case of thermal
equilibrium, Fk depends only on the difference t − t ′, and in frequency space, it has the form
F(ω)≡ 1−2 f (ω) = tanh(ω/2T ), where f (ω) is the Fermi-Dirac distribution function and
T is the temperature. The infinitesimally small positive constant, η , ensures the theory has the
proper causal structure. At this stage, it would seem natural to integrate out the noninteracting
fermions, and expand the resulting determinant to obtain an effective field theory for the
Hubbard-Stratonovich fields. However, the Hubbard-Stratonovich fields effectively shift the
entire band of electrons and, in fact, the shifts are large (∼ EC) whenever tunneling events
occur. We therefore perform a gauge transformation to eliminate the fluctuating Hubbard
Stratanovich fields that appear in S0

Ψk,α → e−ιφ̂kΨk,α , Ψ̄k,α → Ψ̄k,αeιφ̂k , (5.15)

where

φ̂k = φ c
k +φ q

k
σ1

2
, (5.16)

and the phase fields φ̂k are chosen such that their classical and quantum components obey

∂tφ c,q
k =V c,q

k . (5.17)

After the above gauge transformation, we have,

S0 = ∑
k,α

∫
t
Ψ̄k,α

[
ι∂t + ιη +µ −Eα 2ιηFk

0 ι∂t − ιη +µ −Eα

]
Ψk,α . (5.18)

SC = ∑
k

∫
t

(
1

2Ec
∂tφ c

k ∂tφ q
k +N0∂tφ q

k

)
, (5.19)

ST = ∑
k,α,β

∫
t

(
t̃k,k+1
α,β Ψ̄kα exp(−ιφ̂k,1)Ψk+1,β + c.c.

)
, φ̂k,1 = φ̂k+1 − φ̂k, (5.20)

The term in Eq. (5.19) proportional to N0 is a Berry phase term. Our next step is to integrate
out the fermions to obtain an effective action in terms of the phase fields. We denote the
fermion-bilinear part of the action as SF = S0 +ST = ˆ̄

ΨĜ−1Ψ̂, with

Ĝ−1 = Ĝ−1
0 + T̂ , (5.21)
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where

(Ĝ0)
−1
k,α;k,α =

[
(gR

k,α)
−1 2ιηFk

0 (gA
k,α)

−1

]
, (5.22)

T̂ k,α;k+1,β = t̃k,k+1
α,β exp(−ιφ̂k,1). (5.23)

In Eq. (5.22), the diagonal elements are the usual inverse retarded and advanced Green
functions,

(gR,A
k,α )

−1 = ι∂t ± ιδ + εF −Eα . (5.24)

The inter-dot hopping matrix T̂ is diagonal in Keldysh space as well as in the time indices.
Integrating out the fermions gives us Z =

∫
Dφ exp(ιSC[φ ]+ tr ln(ιĜ−1)), and we use Eq.

(5.21) to re-express the fermionic determinant as

ln(Ĝ−1) = ln(1+ Ĝ0T̂ )+ ln(Ĝ−1
0 ). (5.25)

To obtain the effective action in terms of the phase fields, we discard the φ -independent
ln(Ĝ−1

0 ) make a Taylor expansion of ln(1+ Ĝ0T̂ ). The first order term vanishes since
tr(Ĝ0T̂ ) = 0 as Ĝ0 is diagonal in k and Tk;k = 0. Then, up to second order in T̂ we have

Z =
∫

Dφ exp(ιSC[φ ]+ ιStun[φ ]) , Stun[φ ] =
ι
2

tr
(
Ĝ0T̂ Ĝ0T̂

)
. (5.26)

Here Ĝ0 has the following structure in Keldysh space:

(Ĝ0)k,α;k,α(t, t
′
) =

[
gR

k,α Fk(gR
k,α −gA

k,α)

0 gA
k,α

]
(t, t

′
), (5.27)

where

gR,A
kα (t, t

′
) =

1
2π

∫
ω

gR,A
k,α (ω)exp(−ιω(t − t

′
)) =

∫
ω

exp(−ιω(t − t
′
))

ω ± ιδ +µ −Eα
. (5.28)

We assume that the matrix elements of T̂ are independent of the energy indices and also
replace summation over the discrete states by corresponding integrals, ∑α ↔V

∫
ε dε ν(ε),

with ν(ε) = 1
V ∑α δ (ε −Eα) the density of states in a dot. The summations over the energy

indices gives quantities of the form ∑α gR,A
k,α (ω) =V

∫
ε ν(ε)gR,A

k,α (ω)≈∓(πι)V ν(ω +µ)≈
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∓(πι)V ν(µ). With these approximations, we arrive at

tr(Ĝ0T̂ Ĝ0T̂ )≈−2π2|t̃|2(V ν(µ))2
∫

t,t ′
∑
k

tr
[
Λk(t − t

′
)exp(−ιφ̂k,1(t

′
))

Λk+1(t
′ − t)exp(ιφ̂k,1(t))

]
, (5.29)

where

Λk(ω) = (2ι)

[
GR(ω) Fk(ω)[GR −GA]

0 GA(ω)

]
, GR,A(ω) =

1
2π

∫
ε

gR,A
k,ε (ω). (5.30)

Thus,

Stun ≈−ιg
∫

t,t ′
∑
k

tr
[
Λk(t − t

′
)exp(−ιφ̂k,1(t

′
))Λk+1(t

′ − t)exp(ιφ̂k,1(t))
]
. (5.31)

For a granular metal, we assume that the tunneling matrix connects any pair of levels in the
neighboring grains with characteristic magnitude |t̃|, in which case, g = π2(V ν(µ))2|t̃|2 ∼
|t̃|2(N /µ)2. Here g is the dimensionless inter-dot tunneling conductance and N the total
number of electrons in a dot. To give an estimate of the largeness of N , for a 10nm metallic
dot with conduction electron density of ∼ 1028m−3, we have N ∼ 104. Our regime of
interest is g ≲ 1, independent of the number of electrons in the dot. Thus for the granular
metal we require the tunneling amplitudes to scale as |t̃| ∼ 1/N . Physically, this means that
as the number of transmission channels increases, the individual tunneling amplitudes should
scale inversely so as to keep g unchanged.

For the case of ballistic point contacts, we label the energy levels by transverse and
longitudinal momenta, k⊥ and k∥ respectively. The transverse momentum is conserved during
tunneling but the longitudinal momentum is not. The tunneling matrix element thus connects
any pair of longitudinal momenta, and we assume they all have a characteristic magnitude
|t̃|. In this case, the dimensionless conductance g = π2

∑k⊥ |t̃|2(ν1DL)2 ∼ |t̃|2Nch(N1D/µ)2,

where Nch is the total number of transverse channels and N1D is the typical number of
electrons having the same transverse momentum. To keep g ≲ 1, we require the tunneling
amplitude to scale as |t̃| ∼ 1/(

√
NchN1D), and we show below that the large-N parameter

in this case is N = Nch.

We will present below a large-N justification for dropping higher order terms in the
tunneling action.
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5.2.1 Consequences of large-N

Let us now discuss a couple of crucial consequences of having a large number of electrons in
each dot. Consider first the O(t̃4) term in the tunneling action for the granular metal. The
basic argument for disregarding such contributions has been presented in Ref [23] . Here
we show that this is essentially a large-N argument. The fourth order tunneling terms are
of the form tr(Ĝ0T̂ Ĝ0T̂ Ĝ0T̂ Ĝ0T̂ ). These processes involves two or three dots. Consider for
example the three dot term (with consecutive dots labeled i, j,k),

tr(Ĝ0T̂ Ĝ0T̂ Ĝ0T̂ Ĝ0T̂ ) = ∑
i jk

α1,...,α4

(Ĝ0)i,α1T̂ i j
α1α2(Ĝ0) j,α2T̂ jk

α2α3(Ĝ0)k,α3 T̂ k j
α3α4(Ĝ0) j,α4 T̂ ji

α4α1.

Now the tunneling amplitudes t̃ are of the form t̃ i j
αβ = |t̃|eiχ i j

αβ , where χ i j
αβ is a phase associated

with the link i j and energy levels α,β . The key point is that for irregular dots, the phases χ i j
αβ

are random. For the case of a large number of levels, the random phases cause the vanishing
of all terms except for the case α4 = α2 where the random phases cancel exactly. Thus there
are only three independent energy indices to be summed over resulting in a factor of N 3.

However since the t̃ scale as 1/N , it is evident that the overall scaling of this term is 1/N .

In general, the number of independent energy indices in the perturbative expansion of the
tunneling action equals the number of dots involved in that term.

We now discuss the case of ballistic point contacts. The fourth order three-dot term can
be written as

tr(Ĝ0T̂ Ĝ0T̂ Ĝ0T̂ Ĝ0T̂ ) = ∑
i jl,k⊥

k1,...,k4

(Ĝ0)i,k1 T̂ i j
k1k2

(Ĝ0) j,k2 T̂ jl
k2k3

(Ĝ0)l,k3 T̂ l j
k3k4

(Ĝ0) j,k4T̂ ji
k4k1

,

where k1, . . . ,k4 are longitudinal momenta and we have suppressed the transverse momentum
label k⊥ for brevity. Since the tunneling elements scale as |t̃| ∼ 1/(

√
NchN1D), each term

in the above sum scales as 1/(N2
chN

4
1D). Now the sum over the four longitudinal momenta

brings a factor of N 4
1D, and the sum over the transverse momentum gives a factor Nch. Thus

we find that the above fourth order contribution scales as 1/Nch. In order to be able to neglect
this fourth order term, we require Nch ≫ 1,i.e., the width of the point contact should be much
larger than the Fermi wavelength.

There is a second very important consequence of large-N that provides a crucial sim-
plification in nonequilibrium situations and which has not been appreciated in the literature.
This relates to the temporal variation of the Fk under general nonequilibrium conditions. It is
convenient to work with the Wigner representation, Fk(t, t ′)≡

∫
(dε)Fk(ε,τ)e−iε(t−t ′), where
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τ = (t + t ′)/2, and the relation with the time-dependent distribution function is Fk(ε, t) =
1−2 fk(ε, t). The total number of electrons in the kth dot is N0 +nc

k(t) =
∫

dε ν(ε) f (ε, t),
where nc

k(t) is the classical component of the number field conjugate to the quantum compo-
nent of the phase, φ q

k . In the rest of the paper, we will be specifically interested in the case
of constant N0. More general, time-dependent N0 can if a time-dependent gate voltage is
applied to the quantum dots. Thus in our case we have

dnc
k

dt
=V

∫
dε ν(ε)

d fk(ε, t)
dt

. (5.32)

The RHS of Eq. (5.32) is, by using the continuity equation, simply the net current into the dot,
and is given by the functional derivative ⟨δS/δφ q

k (t)⟩φ , which has the form g
∫

dε h(ε, t)≡
jk−1,k(t)− jk,k+1(t). Consequently, the continuity equation leads us to a kinetic equation
for the distribution fk(ε, t) of the form V ν(µ)d fk/dt + gh(ε, t) = 0. The quantity h is a
functional of the distributions { fk} and also depends on the tunneling conductance and
electric field. Recognizing V ν(µ) = 1/δ , we find that the distribution function evolves
with a large characteristic time scale that is proportional to 1/gδ and increases linearly with
the total number of electrons in the grain (δ ∼ 1/N ). We now assume that the grains are
coupled to an external thermal bath, whose effect we model by an additional relaxation term
in the kinetic equation, i.e.,

d fk

dt
=−gδh[ f ]+

fk − f eq
k

τeb
, (5.33)

where f eq
k is the equilibrium Fermi-Dirac distribution function and τeb is the electron-bath

relaxation time. If 1/τeb ≫ gδ , then the distribution functions fk may be approximated by
their equilibrium values. We will now proceed with this, and hence Fk(ε) = tanh(ε/2T ). In
contrast, in the usual Hubbard models, the electron distribution function at every site is a
time dependent quantity under general nonequilibrium conditions since in that case there is
no large-N mitigating factor.

5.2.2 Keldysh-AES action

We resume our derivation of the effective Keldysh AES action. Henceforth we will describe
tunneling in both the granular metal as well as the point contact cases by the action in Eq.
(5.31) and note that g can have different forms for the two cases. Now let us manipulate Stun
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to a more dealable form. We introduce new fields C and S defined as

C = exp(ιφ c)cos
(

φq

2

)
, S = exp(ιφ c)sin

(
φq

2

)
. (5.34)

These are related to the φ̂ fields in Eq. (5.16) through

exp(ιφ̂) =C+ ιSσ1 , exp(−ιφ̂) = C̄− ι S̄σ1. (5.35)

The tunneling action under equilibrium conditions then takes the form

Stun = 4g∑
k

∫
t,t ′

[
C̄k,1 −ι S̄k,1

]
t

[
0 ΣA

k,1

ΣR
k,1 ΣK

k,1

]
t−t ′

[
Ck,1

ιSk,1

]
t ′
, (5.36)

where

Σ
R(A)
k,1 (t) = ι

(
GR(A)(t)GK

k (−t)+GK
k+1(t)G

A(R)(−t)
)
, (5.37)

Σ
K
k,1(t) = ι

(
GK

k (−t)GK
k+1(t)− (GR −GA)t(GR −GA)−t

)
, (5.38)

with GK
k = Fk(GR −GA). It is evident from Eq. (5.37) that ΣR(A) also have a causal structure,

i.e., ΣR(t) ∝ Θ(t) etc. Under general nonequilibrium conditions, the quantities ΣR,A,K(t, t ′)
describing particle-hole excitations in the dots depend on both the time arguments, and not
just their difference.

Let Fb(ε) = coth(ε/2T ) = 1+2 fb, where fb is the equilibrium Bose distribution function.
We make use of the following identities,(

GR −GA
)

ε
= −ι , (5.39)∫

ε

1
2π

(F(ε +ω)−F(ε)) =
ω
π
, (5.40)∫

ε

1
2π

(1−F(ε −ω)F(ε)) =
ω
π

Fb(ω). (5.41)

to obtain, (
Σ

R
k,1 −Σ

A
k,1

)
ω
= ι

∫
ε

1
2π

(Fk+1(ε)−Fk(ε −ω)) =
ι
π

ω, (5.42)

(ΣK
k,1)ω = ι

∫
ε

1
2π

(1−Fk+1(ε)Fk(ε −ω)) =
ι
π

ωFb(ω). (5.43)
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We will later find it convenient to work in the ± Keldysh contour. Hence we re-express our
phase action in this contour. We ignore N0 by assuming that it can be set to zero by some
gate voltage. We have,

SC[n,φ ] = EC ∑
k

∫
t
[(∂tφ+

k )2 − (∂tφ−
k )2], (5.44)

Stun[φ ] = g∑
k

∫
t.t ′

(
exp(−ιφ+

k,1) exp(−ιφ−
k,1)
)

t
Lk,1(t − t

′
)

(
exp(ιφ+

k,1)

exp(ιφ−
k,1)

)
t ′
,(5.45)

L =
1
4

(
ΣR +ΣA +ΣK ΣR −ΣA −ΣK

−ΣR +ΣA −ΣK −ΣR −ΣA +ΣK

)
. (5.46)

Note that the diagonal elements of the matrix L written in the ± basis contain the combination
ΣR +ΣA and the off-diagonal elements contain ΣR −ΣA. In the (equilibrium) Matsubara
formalism, finite winding numbers of the phase fields must be considered to bring out the
charge quantization effects. In our continuous time formalism, the charge quantization effects
are brought out by a procedure discussed, for example, in Ref. [3] that we briefly describe
below.

5.2.3 Phase windings and charge quantization

We are interested in the small tunneling regime, g ≲ 1. In this regime, the phases in each
dot fluctuate strongly and hence we represent the action in terms of the conjugate variables,
i.e., the number fields. For this, we first perform a Hubbard-Stratanovich decoupling of the
charging term, which leads to the following action in the phase-charge representation:

S[n,φ ] = ∑
k

∫
t

(
[nc

k +N0]∂tφ q
k +nq

k∂tφ c
k −2ECnc

knq
k

)
+Stun[φ ]. (5.47)

To properly understand the quantization of the charge degrees of freedom, we first work in a
contour, t ∈ [0,P]. The requirement that φ−(0) = φ+(0)+2πW (W is an integer) leads us to
an unconstrained field, φ c, and,

φq(t) = φ̃q(t)+
2πW

P
(t −P), (5.48)

with Dirichlet conditions, φ̃ q(0) = φ̃ q(P) = 0. Consider first the situation where tunneling is
absent. Using Eq. (5.48) in the first term of Eq. (5.47), we see that the partition function
has contributions of the form ∑W eι2π(nc+N0)W ,which vanishes unless nc +N0 is an integer.
Writing N0 = [N0]+ ng, where [N0] is the integer part of N0 and ng ∈ [0,1) is the residual
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“gate charge” on a dot, the integration over the Hubbard-Stratonovich field nc is equivalent
to a sum over integers, ∑[nc]−ng, where [nc] is the integer part of nc. Making a change of
variables, nc → nc −ng, the sum becomes one over integer values of nc. Now the part of the
action containing the time derivative of the classical phase field is a function only of the
boundary values of the field. Performing the path integral over the boundary fields gives
us the constraint that nq = 0 at the boundaries. Let’s now imagine turning on the tunneling
at some time. From the structure of the tunneling action, Eq. (5.45), it is clear that n+

and n− can change only in integer steps. This quantization condition is independent of
the time boundary or the length of the time interval. Translated back in the language of
the Keldysh closed-time contour, the condition that the initial values of nc can only take
integer values together the fact that boundary values of nq are zero, one concludes that
n+(−∞) = n−(−∞) ∈ Z, and both change in only in integer steps during tunneling events. In
this paper, we are interested in the Mott insulator regime with zero gate charge, i.e., ng = 0
(or integer N0) and therefore we drop the N0∂tφ q term in the action. The point ng = 1/2
is special due to degeneracy between nc = 0,1. The gate charge, ng, can also be made to
fluctuate in time by using a time-dependent gate voltage. These different scenarios can also
be studied using our formalism and will be taken up elsewhere.

5.2.4 Functional representation of charge current

Here we obtain the functional representation for the charge current in the presence of a
constant electric field. The electric field is introduced in the form of a time-dependent vector
potential that is turned on at some instant of time, say t = 0. In every link, the classical
component of the vector potential has the form

Ac
k,1(t) = Θ(t)Dt, (5.49)

where D is the potential energy change across a link as already mentioned in Sec. 5.1. This
changes the tunneling part of the action by incorporating the Peierls shifts in the phase
differences, φ c,q

k,1 (t)→ φ c,q
k,1 (t)+Ac,q

k,1(t). The tunneling part of the action now has the form

Stun[φ ,Ac,Aq] = g∑
k

∫
t,t ′

[
(e+k,1(t))

∗ (e−k,1(t))
∗
]

L(t − t ′)

[
e+k,1(t

′)

e−k,1(t
′)

]
, (5.50)

where, e±k,1(t) = exp(ιφ±
k,1(t)− ιA±

k,1(t)). The functional representation of the classical
component of the charge current in a link, Ĵk,1[Ac(t)], is obtained by taking the functional
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derivative with respect to Aq
k,1(t), and setting this quantum source term to zero:

Ĵk,1(τ) =−ιg
∫

t

[
(e+τ )

∗L++
τt e+t − (e+t )

∗L++
tτ e+τ +(e+τ )

∗L+−
τt e−t +(e+t )

∗L+−
tτ e−τ

−(e−τ )
∗L−+

τt e+t − (e−t )
∗L−+

tτ e+τ − (e−τ )
∗L−−

τt e−t +(e−t )
∗L−−

tτ e−τ
]
. (5.51)

Here we have suppressed the site indices and written the time arguments as subscripts for
brevity.

5.3 Transient current response

In this Section, we obtain the current response to leading order (in g) upon turning on the
uniform electric field by performing the average of the current functional in Eq. (5.51) over
the phase fields. This primarily involves a calculation of the bond correlators defined as

Πσσ ′(τ,τ ′) =
〈

exp
[
−ιφ σ

j,1(τ)+ ιφ σ ′
j,1(τ

′)
]〉

. (5.52)

Here ⟨...⟩ denotes averaging with the full action, S[n,φ ].
We calculate the bond correlators as a perturbation series in the tunneling conductance

g, by treating the charging action as the bare action and expanding the tunneling part in the
exponential to various orders in g. We denote ⟨...⟩0 to represent averaging with the bare
action. The bare bond correlator, Π

(0)
σσ ′ factorizes into a product of two single site correlators,

Π
(0)
σσ ′(τ,τ ′) =Cσσ ′(τ,τ ′)Cσ ′σ (τ ′,τ), (5.53)

where

Cσσ ′(τ,τ ′) =
〈

e−ι(φ σ (τ)−φ σ ′
(τ ′))
〉

0
. (5.54)

Let us first consider C+−(τ − τ ′). Performing the functional integral over the phase fields
φ± we get the equations,

∂tn+ =−δ (t − τ) , ∂tn− =−δ (t − τ
′
). (5.55)

The solution depends on the boundary conditions at t =−∞. We assume that in the remote
past, the system is in thermal equilibrium, and hence the probability distribution for nc

is P(nc) = exp(−β (nc)2EC)/∑
∞
n=−∞ exp(−βECn2). In the zero temperature limit, P(nc) =

δnc,0. Furthermore since nq(−∞) = 0, we have n+(−∞) = n−(−∞) = 0. Thus the solution
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to Eq. (5.55) is
n+(t) =−Θ(t − τ) , n−(t) =−Θ(t − τ

′
). (5.56)

Plugging this back, we get,

C+−(τ,τ
′
) = exp(ιEC(τ − τ

′
)). (5.57)

Similarly,

C−+(τ,τ
′
) = exp(−ιEC(τ − τ

′
)), (5.58)

C±±(τ,τ
′
) = exp(∓ιEC|τ − τ

′|). (5.59)

Using these site correlators in Eq. (5.52) for the bond correlators in Eq. (5.51), and using
the causal structure of ΣR(A), we obtain the following expression for the leading order
nonequilibrium current

J(τ) =
g

2π

∫ τ

−∞

dt
[
eιD(τΘ(τ)−tΘ(t)){2Σ

R(τ − t)cos(2EC(τ − t))

−2ιΣ
R(τ − t)cos(2EC(τ − t))

}
+ c.c.

]
. (5.60)

Since the upper limit of the integral is t = τ and ΣA(t) has a Θ(−t) structure, we can replace

Σ
R(τ − t)→ Σ

R(τ − t)−Σ
A(τ − t), (5.61)

and use the relation for the Fourier transform, Eq. (5.42). For τ < 0, the average current
clearly vanishes. Let us split the integral in Eq. (5.60) into two parts, J = J<+ J>, where J<
involves integration from t =−∞ to 0 and in J>, t = 0 to τ :

J<(τ) =
geιDτΘ(τ)
(2π)2

∫
∞

−∞

dω
∫ 0

−∞

dt
[
eι(2EC−ω)(τ−t)(ω −|ω|)

+e−ι(2EC+ω)(τ−t)(ω + |ω|)+ c.c.
]
,

J>(τ) =
gΘ(τ)
(2π)2

∫
∞

−∞

dω
∫ τ

0
dt
[
eι(2EC−ω+D)(τ−t)(ω −|ω|)

+e−ι(2EC+ω−D)(τ−t)(ω + |ω|)+ c.c.
]
. (5.62)



5.3 Transient current response 69

After performing the time integration and some simple manipulations, we get

J<(τ) =−4ιgeιDτΘ(τ)
(2π)2

∫
∞

0
dω

ω cos((ω +2EC)τ)
ω +2EC

+ c.c.,

J>(τ) =
2ιgΘ(τ)
(2π)2

[∫
∞

0
dω

ωeι(ω+2EC+D)τ

ω +2EC +D
+
∫

∞

0
dω

ωe−ι(ω+2EC−D)τ

ω +2EC −D

−
∫

∞

0
dω

ω(4EC +2ω)

(2EC +ω)2 −D2

]
+ c.c.. (5.63)

Now, using

∫
∞

0
dω

ωeιωτ

ω + x
=

ι
τ
− x

∫
∞

x
du

eι(u−x)τ

u
,

=
ι
τ
− xe−ιxτ(ιπΘ(x)−Ei(ιxτ)), (5.64)

the expression for the current simplifies to

J(τ) =
2ιgΘ(τ)
(2π)2 [(2EC +D)(Ei(ι(2EC +D)τ)−Ei(−ι(2EC +D)τ))

− (2EC −D)(Ei(ι(2EC −D)τ)−Ei(−ι(2EC −D)τ))

−2ιEC sin(Dτ)(Ei(ι2ECτ)+Ei(−ι2ECτ))

−2πι(2EC +D)Θ(2EC +D)+2πι(2EC −D)Θ(2EC −D)] . (5.65)

The current response at long times τ ≫ τ+ = max[|D+2EC|−1, |D−2EC|−1] has two com-
ponents (J(τ ≫ τ0) = Jdc + Jtr): a dc part,

Jdc =
gΘ(τ)

π
[(D−2EC)Θ(D−2EC)+(D+2EC)Θ(−2EC −D)] (5.66)

and a transient part,

Jtr ≈− 4gΘ(τ)
(2π)2EC

1
τ2

[(
D−2EC

D+2EC

)
sin((D+2EC)τ)+

(
D+2EC

D−2EC

)
sin((D−2EC)τ)

]
,

(5.67)

that oscillates with the two beat frequencies ω±= |D±2EC|, and slowly decays in accordance
with an inverse square law in time. Such oscillations are absent in classical RC networks
subjected to a constant electric field, where only exponential relaxation may occur. The
amplitudes of the two oscillation frequencies are inversely related. Close to a resonance,
D =±2EC, the amplitude of the faster mode tends to vanish and the slower mode dominates.
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At high fields, |D| ≫ 2EC, the beat frequencies are approximately ω± ≈ |D|= ωB, where ωB

is the Bloch oscillation frequency for noninteracting electrons. It is instructive to compare
with the fermionic Hubbard chain at half-filling - a quantum model that is the dissipation-free
counterpart of ours. At strong electric fields, the Bloch oscillations in this model also occur
[50] at ωB, and which has a simple physical explanation. Consider a noninteracting model of
fermions hopping on a one-dimensional lattice:

H(0)
el =−t ∑

⟨i j⟩σ
[c†

iσ c jσ +h.c.]+∑
iσ

εiniσ , (5.68)

where ε j = D j is the linearly varying potential energy in the presence of a constant electric
field. As is well-known [see eg. [53]], the above Hamiltonian is easily diagonalized by the
transformation

fn = ∑
i

Ji−n(2t/D)ci, (5.69)

which gives us a discrete spectrum, the Wannier-Stark ladder, with energies En = nD, with
n an integer. The wave function corresponding to En is localized, centered around the site
n, and with a spatial extent of the order of L = 2t/D. Since there is no matrix element
connecting different Wannier-Stark levels, no net current flows in the system. If the gain in
potential energy across a link, D, greatly exceeds the tight binding hopping energy, then the
Wannier-Stark states are highly localized. Introducing now a small local Hubbard repulsion
term of strength EC in Eq. (5.68), we find that the interaction remains approximately local
even in the Wannier-Stark basis. For D ≫ EC, the energy levels are approximately nD, which
leads to Bloch oscillations at frequency ωB.

Consider now the short-time current response. Above the threshold field, DT > 2EC, a
finite dc response exists unlike the dissipationless Hubbard chain at half filling. However, the
Bloch-like oscillations are present both above and below the threshold field. At short times
τ ≪ τ− = min[|D+2EC|−1, |D−2EC|−1], the current response is

J(τ)≈ gΘ(τ)
π

D− 8gΘ(τ)
(2π)2 D(2ECτ) [ln(1/2ECτ)+2− γ] , (5.70)

where γ ≈ 0.577 is the Euler-Mascheroni constant. Remarkably, the initial current response,
J = gD/π is independent of the charging energy, EC, and appears to be physically related
to the fact that sudden changes in the potential effectively short-circuit a capacitor. Plots of
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Figure 5.1 The current response to leading order in g after an electric field is turned on as
described by Eq. 5.65. The plots to the left show the initial time response and those to the
right show the late time response where the power law decay of the oscillatory behavior
is seen. The effect of correlations in the late time response is seen in the form of beating
frequencies. A finite steady state DC response exists only for D > 2EC
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the current response for different applied electric field strengths are given in Fig. 5.1 The
transient current response is a central result of this paper.

A higher order perturbation expansion (in g) can be made for the current response using
the procedure described above. Calculating the transient response now involves multiple
processes (single site vs. multi-site tunneling) and time scales. At high fields and small
values of g, these higher order contributions can be ignored. However at small fields and g
not very small compared to unity, the current response is dominated by higher order tunneling
terms involving multiple sites. In the following Section, we will study the effect of higher
order processes on the steady state part of the current.

5.4 DC current at low fields: higher order processes

We are interested in the long time steady state response here, for which we turn on the electric
field at t =−∞ and for all later times, the vector potential is simply Ak,1(t) = Dt (i.e. without
the theta function in time). In this case, the expression for current given in Eq. (5.51) assumes
a simpler form,

J = 2ιg
∫

dτ
[
e−iDτ

Π
+−(τ)L+−(τ)− eiDτ

Π
−+(τ)L−+(τ)

]
, (5.71)

since the terms involving Eq. (5.51) involving the bond correlators Π++ and Π−− cancel out.
Furthermore, for a given sign of D, only one of the two terms in the integrand contributes. In
the rest of the paper, we will assume D > 0 unless otherwise stated, and in this case, only the
first term in the integrand in Eq. (5.71) needs to be calculated. The perturbative expansion of
J is now obtained by expanding the bond correlators in increasing orders in g,

Πσ ,σ ′ = Π
(0)
σ ,σ ′ +Π

(1)
σ ,σ ′ + · · · .

From Sec. 5.3, we have the leading order contribution to current as J(1) = (g/π)[(D−
2EC)Θ(D − 2EC)− (D + 2EC)Θ(−D − 2EC)]. We now consider the contribution to the
current in the second order in the tunneling conductance g.

5.4.1 Second order steady state response

The first order correction to the bare bond correlator of the link labeled (k,1) is

Π
(1)
µ,µ ′(τ,τ ′) = ιg ∑

n,σσ ′

∫
t,t ′

W k,n
µµ ′σσ ′(τ,τ ′, t, t ′)Lσσ ′

(t − t ′)e−ιD(t−t ′), (5.72)
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where

W k,n
µµ ′σσ ′(τ,τ ′, t, t ′) =

〈
exp
[
−ιφ µ

k,1(τ)+ ιφ µ ′

k,1(τ
′
)− ιφ σ

n,1(t)+ ιφ σ ′

n,1(t
′
)

]〉
SC

. (5.73)

Let us define the four-point site correlators,

Cµµ ′σσ ′ (τ,τ
′
, t, t

′
) =

〈
exp
[
−ιφ µ(τ)+ ιφ µ ′

(τ
′
)− ιφ σ (t)+ ιφ σ ‘

(t
′
)
]〉

SC
. (5.74)

We now express the function W k,n
µµ ′σσ ′(τ,τ ′, t, t ′) in terms of the two and four point site

correlators. For n = k±1,

W k,n
µµ ′σσ ′(τ,τ ′, t, t ′) =Cσ ′σ (t

′− t)Cµ ′µσσ ′(τ ′,τ, t, t ′)Cµµ ′(τ − τ ′), (5.75)

while for n = k,

W k,n
µµ ′σσ ′(τ,τ ′, t, t ′) =Cµ ′µσ ′σ (τ ′,τ, t ′, t)Cµµ ′σσ ′(τ,τ ′, t, t ′). (5.76)

The correlator W is nonzero only for n = k±1k. For the calculation of current we only need
the Wµµ ′σσ ′ with µ,µ ′ = {+,−}. These involve the following four-point site correlators:

C+−++(τ,τ
′
, t, t

′
) =exp

[
−ιEC

(
−|t − τ|+ |t ′ − τ|+ |t − t

′|− t − τ + t
′
+ τ

′)]
, (5.77)

C+−+−(τ,τ
′
, t, t

′
) =exp

[
−ιEC

(
−|t − τ|+ |t ′ − τ

′|−2(t − t
′
+ τ − τ

′
)
)]

, (5.78)

C+−−+(τ,τ
′
, t, t

′
) =exp

[
−ιEC

(
|t ′ − τ|− |t − τ

′|
)]

, (5.79)

C+−−−(τ,τ
′
, t, t

′
) =exp

[
−ιEC

(
−|t − τ

′|+ |t ′ − τ
′|− |t − t

′|− t − τ + t
′
+ τ

′)]
, (5.80)

C−+++(τ,τ
′
, t, t

′
) =exp

[
−ιEC

(
|t − τ ‘|− |t ′ − τ

′|+ |t − t
′|+ t + τ − t

′ − τ
′)]

, (5.81)

C−++−(τ,τ
′
, t, t

′
) =exp

[
−ιEC

(
|t − τ

′|− |t ′ − τ|
)]

, (5.82)

C−+−+(τ,τ
′
, t, t

′
) =exp

[
−ιEC

(
|t − τ|− |t ′ − τ

′|+2(t − t
′
+ τ − τ

′
)
)]

, (5.83)

C−+−−(τ,τ
′
, t, t

′
) =exp

[
−ιEC

(
|t − τ|− |t ′ − τ|− |t − t

′|+ t + τ − t
′ − τ

′)]
. (5.84)

The four-point site correlators clearly satisfy the identities

Cµµ ′σσ ′ (τ,τ
′
, t, t

′
) =Cσσ ′µµ ′(t, t

′
,τ,τ

′
),

Cµµ ′σσ ′ (τ,τ
′
, t, t

′
) =Cµ̄ µ̄ ′σ̄ σ̄ ′(τ,τ ′, t, t ′), (5.85)
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where the bar on the subscripts interchanges the + and − indices.
From the structure of the four-point site correlators, we see that the expression for the

bond correlators has nonanalytic terms of the type eιEC|t1−t2|. To deal with these, we make
use of the identity,

e−ιEC|t| = lim
η→0

ιEC

π

∫
∞

−∞

dω e−ιωt

(ω −EC + ιη)(ω +EC − ιη)
.

We then express Lσσ ′
(t − t ′) in the Fourier basis and then perform the t, t ′ integrals in

Eq.(5.72). After some effort we get the following expression for Π
(1)
+− :

Π
(1)
+−(τ) =

4ιE2
Cg

π
lim
η→0

∫
dω
[

L+−(ω −D)eι2ECτ(e−ιωτ −1)
(ω2 +η2)((ω −2EC)2 +η2)

+
H+−(ω −D)ei2ECτ(1− eι(4EC+ω)τ)

((ω +4EC)2 +η2)((ω +2EC)2 +η2)

+
2L+−(ω −D)eι2ECτ(e−ι(ω−6EC)τ −1)
((ω −6EC)2 +η2)((ω −2EC)2 +η2)

+
2H+−(ω −D)(eι2ECτ − eιωτ)

((ω −2EC)2 +η2)((ω +2EC)2 +η2)

]
, (5.86)

where H+−(ω) = Σ+(ω)−Σ−(ω)+ΣK(ω). Using Eq. (5.86) in Eq. (5.71), we obtain the
second order contribution to the current:

J(2) =−8g2E2
C

π
lim
η→0

∫
dω
[

L+−(ω −D)[L+−(2EC −D−ω)−L+−(2EC −D)]

(ω2 +η2)((ω −2EC)2 +η2)

+
H+−(ω −D)[L+−(2EC −D)−L+−(ω +6EC −D)]

((ω +4EC)2 +η2)((ω +2EC)2 +η2)

+2
L+−(ω −D)[L+−(8EC −D−ω)−L+−(2EC −D)]

((ω −6EC)2 +η2)((ω −2EC)2 +η2)

+2
H+−(ω −D)[L+−(2EC −D)−L+−(ω −D)]

((ω −2EC)2 +η2)((ω +2EC)2 +η2)

]
. (5.87)

From the step-like structure of the L+− and H+− functions, we find that J(2) = 0 for D < EC;
thus, J(2) has a smaller threshold compared to J(1), which vanishes below 2EC. For EC ≤
D < 2EC, the calculation of the current simplifies considerably since only one term makes a
nonzero contribution in Eq. (5.87), and we have

J(2) =−8g2E2
C

π
lim
η→0

∫
dω

L+−(ω −D)L+−(2EC −D−ω)

(ω2 +η2)((ω −2EC)2 +η2)
, EC ≤ D < 2EC, (5.88)
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and upon performing the integration we arrive at

J(2) =
2g2

π3EC

(
(D−EC)

2 +E2
C
)

log
[

D2

(D−2EC)2

]
− 8g2

π3 (D−EC), EC ≤ D < 2EC.

(5.89)

Just above the threshold for J(2), D = EC, the current has a power-law behavior,

J(2) ≈ 8g2EC

π3

(
D
EC

−1
)3

, (5.90)

which is to be contrasted with the linear behavior of J(1) above its threshold. At the other
end, D = 2EC, the expression for J(2) has a logarithmic divergence. Physically, this is a
manifestation of a resonance: D = 2EC is the condition for creating a particle-hole dipole
excitation in neighboring grains. For higher fields, D > 2EC, more terms in Eq. (5.87) will
now contribute to J(2); however, none of these terms eliminate the logarithmic singularity.

The second order perturbation correction to the current is justified provided one does not
get too close to the singular point, i.e.,

g ln
∣∣∣∣ D
2EC −D

∣∣∣∣≲ 1. (5.91)

Similar logarithmic divergence is also evident in Π(1)(τ). On the other hand, the bond
correlator, Π = Π(0)+Π(1)+ · · · , by definition is bounded by ±1. This clearly shows that
the divergence in current at the resonance is the result of a perturbative treatment about the
bare charging action. The region of validity of the perturbative treatment could be increased
in principle by a resummation of the leading singular terms to all orders in g. Unfortunately,
the number of processes contributing to current in higher orders increases rapidly with the
order, rendering the calculation of the current at intermediate fields (sufficiently larger than
the lowest threshold) quite complicated. The other possibility is a phase transition from
the Mott phase to a conducting, metallic phase whose boundary is given by the condition
g ln(2EC/ε) = 1, with ε = 2EC −D ≪ EC. The resummation and possible phase transition
will be studied in detail elsewhere. Incidentally, the energy scale ε = ECe−1/g also appears
in the scaling analysis of the single site equilibrium AES model close to the degeneracy
point, ng = 1/2 [54]. Below this scale, phase fluctuations renormalize the gate charge to the
fixed point value, ng = 1/2, which corresponds to resonant transmission. Finally, for very
small values of 2EC −D, we expect that the energy level discreteness of the dots will begin
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to matter, and at resonance, the lower cutoff for |2EC −D| should at least be of the order of
the mean level spacing δ , i.e., we need g < 1/ ln(2EC/δ ).

5.4.2 Higher order contributions and current response at low fields

At low fields, finite contributions to the current appear only at higher orders. An order-n
process has a threshold field D(n)

th = 2EC/n. Physically, a large-distance cotunneling process
provides the potential energy gain required to overcome Coulomb blockade. During the
cotunneling process between sites labeled i and i+n, the classical charges, nc, at the n−1
intermediate sites only have virtual transitions and thus the only Coulomb blockade cost
appears at the sites i and i+n. The pure cotunneling process gives the lowest threshold value,
D(n)

th , at any order. The contribution to the current from this process can be shown to be

J(n) = ι2ng
(

ι2gE2
C

π

)n−1

K(n), (5.92)

where

K(n) =
∫ n−1

∏
i=1

dωi

[
n−1

∏
j=1

L+−(ω j −D)

ω2
j (ω j −2EC)2

]
L+−(2EC −D−

n−1

∑
p=1

ωp). (5.93)

The L+− functions constrain the frequency integration and we have

K(n) =
( ι

2π

)n ∫ D

2EC−(n−1)D
dω1

∫ D

2EC−(n−2)D−ω1

dω2 · · ·
∫ D

2EC−D−∑
n−2
p=1 ωp

dωn−1

×
(ω1 −D)(ω2 −D) · · ·(ωn−1 −D)(2EC −D−∑

n−1
p=1 ωp)

ω2
1 . . .ω

2
n−1(ω1 −2EC)2 . . .(ωn−1 −2EC)2 . (5.94)

The integral gets the dominant contribution from the vicinity of ωi = D, and is approximately

K(n) ≈
(
− ι

2π

)n n(2n−1)

(2n−1)!
(D−D(n)

th )(2n−1)

D2(n−1)(2EC −D)2(n−1)
Θ(D−D(n)

th ),
D−D(n)

th

D(n)
th

≪ 1. (5.95)
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Combining Eqs. (5.92) and (5.95), and making the Stirling approximation for factorials, we
obtain, for large n,

J(n) ∼ ngn
( e

2π

)2n−1
(

2EC

D(2EC −D)

)2(n−1)(
D−D(n)

th

)2n−1
Θ(D−D(n)

th ) (5.96)

≈ anbnD
(

1− nD

n

)2n−1
Θ

(
1− nD

n

)
, (5.97)

where

a =
2π
e

(
1− 1

nD

)2

,

b = g
( e

2π

)2
(

1
1−n−1

D

)2

,

nD =
2EC

D
. (5.98)

Denoting [nD] to be the least integer ≥ nD, the expression for the total current is given by,

J =
∞

∑
n=[nD]

J(n). (5.99)

For D ≪ EC, from the large n form of J(n) in Eq. (5.97), we see that the expression for the
total current is divergent for b ≥ 1. We identify the onset of this divergence as the breakdown
of our perturbation theory which is developed to work in the Mott phase and thus signals the
nonequilibrium phase transition to a metallic phase. Thus, for small values of the electric
field, the phase boundary for the nonequilibrium phase transition to this metallic phase is
given by setting b = 1 :

g = g0

[
1− D

2EC

]2

, D ≪ 2EC, (5.100)

with g0 a constant of order unity.
Let us now look into the form of current within the Mott phase for small D. From

Eq.(5.97), we see that the expression for J in eq.(5.99) can be approximated by a saddle point
approximation if b ≪ 1. For this we first rewrite Eq. (5.99) as

J = aD
∞

∑
n=[nD]

exp
[
lnn+n lnb+(2n−1) ln

(
1− nD

n

)]
. (5.101)
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The saddle point condition is (neglecting some small terms):

lnb+2ln
(

1− nD

n

)
+

2nD

n−nD
= 0. (5.102)

In terms of x = nD/n, an approximate solution of the above equation can be written as

x = x∗− (1− x∗)2 ln(1− x∗), (5.103)

where, x∗ =
(
1− 2

lnb

)−1
. The form of current then turns out to be (for D < Dc = 2EC(1−√

g/g0) and Dc ≪ 2Ec),

J ∼ a

Dexp
[
−(4EC/D) ln

[√
g0
g

(
1− D

2EC

)]]
, D ≪ Dc

Dc

(
Dc

Dc−D

)2
, Dc−D

Dc
≪ 1.

(5.104)

Thus as the critical field Dc is approached, the perturbation series for the current diverges,
signaling the breakdown of the Mott insulator state.

5.5 Discussion

In summary, we developed an effective Keldysh field theory for studying the nonequilibrium
response of dissipative Mott insulator systems, and used it to study the nonequilibrium
current response to a uniform electric field switched on at some instant of time. Our model,
a Keldysh generalization of the AES model for Mott insulators, is in effect a bosonization
of the Hubbard model with a large number (N ) of electron flavors at the lattice sites. The
effective degrees of freedom are the excess charges at the sites and the phases conjugate to
these. The large-N is simultaneously a source of dissipation through the Landau damping
mechanism and also affords significant simplification of the effective action (in comparison
with the usual Hubbard model) by suppressing all terms that are higher than second order in
the interdot tunneling amplitude.

The main quantum effect that survives in the large-N limit is charge quantization,
which is respected at every stage in the analysis of our problem. The charge quantization
is reflected in sustained Bloch-like oscillations that decay as an inverse square power-law
in time despite the presence of dissipation. The effect of correlations is to split the Bloch
oscillation frequency into two beating frequencies whose difference is of the order of the
Coulomb repulsion scale.
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A major challenge in the area has been to demonstrate a DC current response in lattice
translationally invariant Hubbard models. We identified the role played by dissipation in
suppressing the Bloch oscillations (even if as a power law in time) and enabling a finite
DC current response. We analyzed the DC current response taking into account higher
order cotunneling processes that allow a trade-off between the reduced probability of a
long-distance cotunneling and energy gain from the applied electric field. The response
at small electric fields is found to be of the LZS form, J ∼ D[g/ ln2(1/g)]2EC/D, although
the exponent is proportional to the Mott gap EC instead of the usual e−E2

C/D expected for
pair-production probability in the dissipation-free case [108]. We do not find a threshold field
below which DC conduction is absent since at any small field, DC conduction is possible
through sufficiently high order cotunneling. At higher fields, the perturbation expansion of
the current in powers of the small tunneling conductance breaks down, and from this we
obtain the phase boundary for the electric field driven Mott insulator to a conducting state.

The AES model regards the interdot tunneling processes to be of the Fermi Golden-Rule
type, which breaks down when the characteristic energies of particle-hole excitations in
the dots approach the mean level spacing, δ . Therefore the typical potential drop between
neighboring sites or the temperature should exceed δ . This imposes a cutoff on the regime of
validity of our analysis.

We conclude with a brief discussion of future directions. Our approach can also be useful
for the study of other far from equilibrium problems of current interest. For example, it is an
interesting question as to how an initial non-thermal distribution of dot charges would evolve
with time - in particular whether the long-time behavior retains any memory of the initial
conditions. Similar questions have been posed, for example, in the context of relaxation of
initial charge distribution in bosonic cold atom systems [26] and the approach to thermal
equilibrium in fermionic quantum chains [31]. Our Keldysh-AES model can also be used to
study the energy transport. The problem we have attacked in our paper is the current response
to a uniform DC electric field; however, the approach is readily generalized to problems
involving time-dependent drives. In this context, it would be interesting to compare with
periodically driven Hubbard chains in the absence of dissipation [143]. As we noted in our
paper, there are two special values of the background charge on a dot - integer and half odd
integer. The integer case that we studied in detail corresponds to a Mott insulator, while the
latter is a correlated “bad” metal. The nonequilibrium response close to half odd integer
background charges is an open question. Another interesting direction would be to study the
nonequilibrium response of driven Josephson-junction arrays. This direction, especially after
taking into account long-range Coulomb interactions, would shed more light to understand
the sudden jumbs observed in the I-V characteristics of disordered superconductors that
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are in the insulating side and in the proximity of superconductor to insulator transition
[145, 113, 101, 126].



Chapter 6

Summary

I summarize the main findings of the three research projects.

1. Magneto-response of strongly disordered superconductor thin films
In this project I studied the shrinking of the SC islands in disordered superconductor thin
films subjected to a perpendicular magnetic field using a method similar to that of Liftshitz
tails. The field dependence of the typical size of the islands, the typical distance between the
islands, the typical Josephson coupling etc. were obtained and these were used to construct a
JJ model with field dependent parameters. Analyzing the model in three extreme parameter
regimes – dominated by either 1. Coloumb blockade 2. Thermal fluctuations or 3. AB phase
disorder – the form of magnetoresistance and superfluid stiffness were obtained.

2. Disordered BKT transition and superinsulation
In this project it was shown that the superinsulation transition can be understood as a charge
BKT transition. Strong enough disorder (via random quenched dipole moments of the SC
islands) alters the critical behavior of the resistivity from the usual BKT critical form to
a more singular VFT critical form. This work also provides a microscopic derivation of
the VFT crtical behavior. The physical origin of the VFT behavior is traced to the freezing
phenomenon of charge dipole excitations.

The results of these two projects share some similarties since the theoretical model used
in studying them have origins in the coupled Coulomb gas model in Eq. (2.37). In the first
project we studied vortex BKT transition by considering the limit J ≫ EC. On the other hand,
in the second project we studied charge BKT transition by considering the limit EC ≫ J. The
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similarities could be seen in the structure of the obtained phase diagrams and in the critical
forms of conductivity or resistivity and is related to the self-duality of the coupled Coulomb
gas model [56]

3. Keldysh field theory of nonequilibrium transport in a dissipative Mott insulator
In this project I developed an effective Keldysh theory of a one dimensional granular metal
array. The developed effective Keldysh action is essentialy a Keldysh generalization of the
AES action. This action was used to study the electric current response upon switching
on an uniform electric field. The leading order current shows oscillatory response with
“beat frequencies” and decays as inverse square of time to a steady state DC response. The
contribution of higher order tunneling processes to the DC current is analyzed. A perturbation
series in powers of the intergrain tunneling conductance is obtained for the current. In the
zero temperature limit, different orders show a hierarchy of thresholds and the form of the
current near the threshold is estimated. Dielectric breakdown is predicted from the divergence
of the perturbation series for the current.
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Appendix A

Replica RG analysis of the disordered
XY model

In this section I show the essential steps followed for obtaining the phase diagram of the
two-dimensional XY model with phase disorder. A comprehensive study can be found in
Ref. [34].

The partition function of the replicated Coulomb gas with m-vector charges after averag-
ing over the bare disorder is

Zm = 1+
∞

∑
p=2

∑
n1,...,np

∫
|ri−r j|>a0

exp(−βH(m)[n,r]),

where the sum is over all distinct neutral configurations and

βH(m) = ∑
i ̸= j

Kabna
i ln
( |ri − r j|

a0

)
nb

j +∑
i

lnY [ni].

Here, Y [n] = exp(−naγKabnb), where Kab = βJδab −σβ 2J2. Significant contribution to the
partition function only comes from charges ±1,0 and hence we restrict to these. We increase
the hard core cutoff a0 → a0e(dl) and retain the original form of the partition function in
terms of scale dependent coupling constants (Kl)ab and fugacities Yl[n]. To O(Y [n]2), we
obtain the following RG flow equations[34]:

∂l(K−1
l )ab = 2π2

∑
n̸=0

nanbY [n]Y [−n] (A.1)

∂lY [n ̸= 0] = (2−naKabnb)Y [n]+ ∑
n′ ̸=0,n

πY [n
′
]Y [n−n

′
] (A.2)
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Equation(A.1) comes from the annihilation of dipoles of opposite vector charges in the
annulus a0 < |ri − r j| < a0edl . It gives the renormalization of the interaction and of the
disorder. Simple rescaling gives the first part of equation (A.2). The second part comes from
the possibility of fusion of two replica vector charges upon coarse graining. Some examples
of fusion are given below.

...
+1

...
+1

...
0
...


+



...
0
...
0
...

−1
...


→



...
+1

...
+1

...
−1

...


,



...
+1

...
−1

...
0
...


+



...
0
...

+1
...
0
...


→



...
+1

...
0
...
0
...


Replica permutation symmetry, which we will assume here and which is preserved by the

RG, together with na = 0,±1 implies that Y [n] depends only on the numbers n+ and n− of
+1/−1 components of n. We parameterize Y [n] by introducing a function of two arguments
Φ(z+,z−), where z±(r) = exp(±βvr), such that:

Y [n] =
〈
zn+
+ zn−

−
〉

Φ
(A.3)

where we denote < A >Φ=
∫

dz+dz−AΦ(z+,z−). After some manipulations [34], in the
limit m → 0, we can write eq(A.2) in terms of, P = φ/(

∫
z+,z−>0 φ), which can be interpreted

as a probability distribution, as

∂lP(z+,z−)=OP−2P(z+,z−)+2

〈
δ

(
z+− z

′
++ z

′′
+

1+ z′−z′′++ z′+z′′−

)
δ

(
z−− z

′
−+ z

′′
−

1+ z′−z′′++ z′+z′′−

)〉
P′P′′

,

(A.4)
where, O = βJ(2 + z+∂z+ + z−∂z−) + σ(βJ)2(z+∂z+ − z−∂z−)

2. The m → 0 limit of
eq(A.1) similarly yields,

T
dJ−1

dl
= 8

〈
z
′
+z

′′
−+ z

′
−z

′′
++4z

′
+z

′′
−z

′
−z

′′
+

(1+ z′+z′′−+ z′−z′′+)2

〉
PP

(A.5)

dσ
dl

= 8

〈
(z

′
+z

′′
−− z

′
−z

′′
+)

2

(1+ z′+z′′−+ z′−z′′+)2

〉
PP

(A.6)
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Equations (A.4),(A.5) and (A.6) form the complete set of RG equations.
Numerical study[34] of the RG equations indicate the existence of an XY phase at low

temperatures and below some critical disorder. Guided by the RG flow observed numerically
within and near the boundaries of the XY phase, we can approximate the full RG equations by
a simpler equation involving only the single fugacity distribution, Pl(z) =

∫
dz+Pl(z+,z) =∫

dz−Pl(z,z−). In the low T regime, the distribution Pl(z+,z−) is broad and the physics is
dominated by rare favorable regions (z+ ∼ 1 or z− ∼ 1). Here we identify a parameter that
allows to organise perturbation theory as: Pl(1)≡ Pl(z ∼ 1)∼ Pl(z+ ∼ 1,z− ∼ 0) = Pl(z+ ∼
0,z− ∼ 1)We also observe that Pl(1,1)≡ Pl(z+ ∼ 1,z− ∼ 1)∼ Pl(1)2. Using these we can
see schematically the RG equation (A.4) as a correction to Pl(1) of order Pl(1) by the first
term and order Pl(1)2 by the second term; in RG equation (A.5),(A.6) as a correction to order
Pl(1)2 to Jl and σl . Again working to order Pl(1)2, we see that the denominators in the delta
functions in (A.4) could be neglected. This approximation also simplifies equations (A.5)
and (A.6).

Introducing

Gl(x) = 1−
∫

∞

−∞

duP̃l(u)exp(−eβ (u−x+El)), (A.7)

where u = 1/β ln(z) and El =
∫ l

0 J(l
′
)dl

′
, we see that (A.4) can be written as 1

2∂lG =
σJ2

2 ∂ 2
x G+G(1−G). If σ and J are l independent we identify the above with Kolmogorov-

Petrovskii-Piscounov (KPP) equation, whose general form is , 1
2∂lG = D∂ 2

x G + f (G),
where D is a constant and f satisfies f (0) = f (1) = 0, f positive between 0 and 1 and
f
′
(0) = 1, f

′
(G)≤ 1 between 0 and 1. Since at large l, both J and σ converge and effectively

becomes l independent, we see that we can use results from the study of KPP equation in our
case at large l.

For a large class of initial conditions, the solutions of the KPP equation are known to
converge uniformly towards traveling wave solutions of the form: Gl(x)→ h(x−ml). The
velocity of the wave is given by c = liml→∞ ∂lml . A theorem due to Bramson[28] shows that
the asymptotic traveling wave is determined by the behavior at x → ∞ of the initial condition
Gl=0(x) in the following manner. If Gl=0(x) decays faster than e−µx where µ = 1/

√
D, then

c =
√

D. If Gl=0(x) decays slower than e−µx where µ < 1/
√

D, then c = 2(Dµ +µ−1). The
parameterization(A.7) implies that the distribution P̃l(u) itself converges to a traveling front
solution

P̃l(u)→l→∞ p̃(u−Xl) , Xl = ml −El. (A.8)

Since ∂lEl →l→∞ JR, we see that the asymptotic velocity of the front of P̃l(u) is c−JR, where
c is the KPP front velocity. The center of the front corresponds to the maximum of the
distribution P̃(u).
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The asymptotic velocity clearly decides the phase of the system: since we start with a
distribution peaked at some small z, if the velocity is positive, then Pl(1) will increase and this
would imply that the system is in the disordered phase. On the other hand negative velocity
implies that the system is in the XY phase. The velocity vanishes at the phase boundary.
By construction, the initial condition Gl=0(x) decays for large x as < z >P0 e−βx. Hence we
identify µ = β . Based on the results discussed above about the front velocity selection in
KPP equation we can conclude the following about the phase diagram of the model:

(a) For T > Tg = JR
√

σR/2, c = T
(

2+ σRJ2
R

T 2

)
. Thus here the XY phase would exist for

2− JR

T
+

σRJ2
R

T 2 < 0. (A.9)

(b) For T ≤ Tg, c = JR
√

8σR. Thus here the XY phase would exist for σR < σc =
1
8 .

Critical behavior at zero temperature: The zero temperature phase transition from the XY
phase to the disordered phase occurs at σR = 1/8. The center of the front is located at u = Xl

near the transition. It follows from [28] that, Xl ≈ (4
√

D− J)l −3/2
√

D ln l +X0.Hence in
the critical region to leading order, we get,

∂lXl ∼ 4
√

D− J− 3
√

D
2l

. (A.10)

After some manipulations the RG equations for J and σ in the critical region reads,

∂l(J−1) = k
∫

dup̃l(u−Xl)p̃l(−u−Xl) (A.11)

∂lσ = k
∫

u+u′>−2Xl

p̃l(u)p̃l(u
′
), (A.12)

where k is some constant. Using the asymptotic form of p̃l(u)discussed in [28] and
working upto leading order in (σ −σc), we can simplify the above equations to get,

∂l(J−1)∼ C√
D

X3
l exp

(
2Xl√

D

)
(A.13)

∂lσ ∼CX3
l exp

(
2Xl√

D

)
, (A.14)

where C is a constant. To estimate the form of correlation length, we first introduce the
small parameter,gl = exp(Xl/

√
D). Then (A.10) reads,
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∂lg ∼
(

16(σ −σc)−
3
2l

)
g (A.15)

Now starting away from criticality, ε = σc −σR > 0, we find, gl ∼ l−3/2 exp(16εl).
Identifying the correlation length ξ as when gξ ∼ 1, we find,

ξ ∼ exp
(

b
|σ −σc|

)
, (A.16)

where b is some constant. We then see that the universality class of this transition is
clearly different from the BKT universality class.





Appendix B

Normalization of the Keldysh-AES
partition function

A key property of the Keldysh partition function is that in the absence of source fields, the
partition function is normalized. Demonstrating this for the Keldysh-AES action requires
one to take into account the correct causal structure of the Green functions. We expand
exp[ιStun[φ ]] in powers of g. To leading order, we get,

Z(0) =
∫
[Dφ ][Dn]exp [ι (SC[n,φ ])] (B.1)

Doing the functional integration over φ , we see that the constraints ∂tn+ = 0 and ∂tn− = 0 are
imposed and then it immediately follows from the boundary condition , n+(−∞) = n−(−∞),
that Z(0) = 1.

Order g

Z(1) = ιg∑
k

∫
∞

−∞

∫
∞

−∞

dt dt’ Lσσ ′
(t − t ′)

〈
exp
[
−ιφ σ

k,1(t)+ ιφ σ ′
k,1(t

′)
]〉

0
, (B.2)

where <>0 denotes averaging with respect to the bare action. Thus,

Z(1) = ιg∑
k

∫
∞

−∞

∫
∞

−∞

dt dt’ Lσσ ′
(t − t ′)Πσσ ′ (t − t

′
). (B.3)
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We have the site correlators,

C++(t − t
′
) = exp

[
−ιEC|t − t

′|
]
, (B.4)

C+−(t − t
′
) = exp

[
ιEC(t − t

′
)
]
, (B.5)

C−+(t − t
′
) = exp

[
−ιEC(t − t

′
)
]
, (B.6)

C−−(t − t
′
) = exp

[
ιEC|t − t

′|
]
. (B.7)

Then we get the bond correlators,

Π++(t − t
′
) = exp

[
−2ιEC|t − t

′|
]
, (B.8)

Π+−(t − t
′
) = exp

[
2ιEC(t − t

′
)
]
, (B.9)

Π−+(t − t
′
) = exp

[
−2ιEC(t − t

′
)
]
, (B.10)

Π−−(t − t
′
) = exp

[
2ιEC|t − t

′|
]
. (B.11)

From the bond correlators we immediately see that the term involving ΣK vanishes. Now
lets look at the term with Σ+. In the time representation, we have to keep in mind that it
comes with the causality factor θ(t) and hence we write it as Σ(t)θ(t). The term involving
this reads as,

Σ
+(t)θ(t) [exp(ιECt)− exp(−ιECt)− exp(ιEC|t|)+ exp(−ιEC|t|)] . (B.12)

Because of the presence of the Theta function, we see that we can remove the modulus
sign from the last two terms and then clearly this contribution vanishes. Similarly we see
that the contribution from terms involving Σ− also vanishes. Hence we see that the order
g contribution to the partition function vanishes. We assume that all the higher order g
contributions to the partition function vanishes too and thus the partition function is truly
equal to 1.



Appendix C

Overview of BCS theory

In this appendix, I discuss the fundamentals of the BCS theory of superconductivity. In the
main text I have discussed the phonon mediated attractive interaction between electrons near
the Fermi surface. For simplicity we now consider a local attractive interaction between
the electrons characterized by a coupling constant g. The Hamiltonian for this system is
(represented in the momentum space),

Ĥ = ∑
kσ

εkn̂kσ − g
V ∑

k,k′,q
c†

k+q↑c†
−k↓c−k′+q↓ck′↑. (C.1)

This model Hamiltonian is commonly referred to as the BCS Hamiltonian.

C.1 Instability towards Cooper pairing

To understand the existence of the instability near the Fermi surface towards formation of
CPs lets look at the four point correlation function,

Π(q,τ) =
1

V 2 ∑
kk′

〈
ψ̄k+q↑(τ)ψ̄−k↓(τ)ψk′+q↓(0)ψ−k′↑(0)

〉
(C.2)

It is convenient to switch to a frequency representation, Π(q) = T
∫ β

0 dτe−ιωmτΠ(q,τ), where
q = (q,ωm). To calculate the correlation function diagrammatically, we assume that the
density of the electron gas would play the role of a large parameter and thus retain only those
diagrams that appear with one free momentum summation per interaction. See Fig C.1. The
vertex of the propagator obeys the Bethe-Salpeter equation,

Γq = g+
gT
V ∑

P
Gp+qG−pΓq. (C.3)
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Figure C.1 Diagrams contributing to the four point correlation function with only one
free momentum summation per interaction. The two green function lines defining each
rung of the ladder carry momenta p+q and −p respectively. The vertex of the propagator
obeys the Bethe Salpeter equation defined in Eq. (C.3)

The solution is given by,
Γq =

g

1− gT
V Gp+qG−p

. (C.4)

We now look the case of zero external momentum, q = (0,0). After some calculations [3],
we can show that,

Γ0,0 ≃
g

1−gν ln(ωD
T )

, (C.5)

where ν is the single particle DoS at the Fermi energy. The above form highlights one
of the main points of the Cooper instability: the attractive interaction constant appears in
combination with the single particle DoS; thus even for a small attractive interaction, the
presence of a large single particle DoS, results in the Cooper instability. The above form
suggests a critical temperature Tc = ωDe−1/gν , where the vertex develops a singularity which
signals the breakdown of a perturbative approach based on the Fermi sea of noninteracting
electrons. To further understand this we now resort to a mean field treatment.

C.2 Mean field theory

We assume that the operator ∑k c−k↓ck↑ acquires a non-vanishing ground state expectation
value in the SC state. Let us define the SC order parameter,

∆ =
g
V ∑

k

〈
0|c−k↓ck↑|0

〉
, (C.6)

where |0⟩ refers to the ground state. We now write

∑
k

c−k+q↓ck↑ =
V ∆

g
+

[
∑
k

c−k+q↓ck↑−
V ∆

g

]
, (C.7)
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and consider the term in the square brackets to be small. We then substitute this back into the
microscopic Hamiltonian retaining only the terms quadratic in the Fermionic operators. The
mean-field Hamiltonian then takes the form,

Ĥ −µN̂ ≃ ∑
k

[
ξkc†

kσ ckσ −
(

∆̄c−k↓ck↑+∆c†
k↑c†

−k↓
)]

+
V |∆|2

g
. (C.8)

This Hamiltonian is called the Bogoliubov-de Gennes (BdG) Hamiltonian. In terms of the
Nambu spinors defined as,

Ψk =

(
ck↑

c†
−k↓

)
, (C.9)

the BdG Hamiltonian can be written as,

Ĥ −µN̂ = ∑
k

Ψ
†
k

(
ξk −∆

−∆̄ −ξk

)
Ψk +∑

k
ξk +

V |∆|2
g

. (C.10)

The BdG Hamiltonian can be diagonalized by the unitary transformation

Ξk ≡
(

αk↑
α†
−k↓

)
=UkΨk; Uk =

(
cosθk sinθk

sinθk −cosθk

)
. (C.11)

Choosing ∆ to be real and setting tan(2θk) =−∆/ξk, the diagonalized Hamiltonian can be
written as

Ĥ −µN̂ = ∑
kσ

λkα†
kσ αkσ +∑

k
(ξk −λk)+

∆2V
g

, (C.12)

where,
λk =

(
∆

2 +ξ 2
k
)1/2

. (C.13)

The elementary excitations created by α†
kσ are called Bogoliubov quasiparticles. They have

a minimum energy ∆ and is called the energy gap that is mentioned in the main text. Thus
the elementary excitations from the SC ground state are well separated by this energy gap
and this results in the rigidity of the SC ground state. The SC ground state wave function is
determined by the vacuum of the algebra {αk,α†

k},

|Ωs⟩ ∼ ∏
k

(
cosθk − sinθkc†

k↑c†
−k↓
)
|Ω⟩ , (C.14)

where |Ω⟩ is the ground state of the Fermion algebra. In the mean-field treatment ∆ has been
a input parameter so far and we need to determine it self-consistently from Eq. (C.6). We
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have

∆ =
g

2V ∑
k

∆

(∆2 +ξ 2
k )

1/2 (C.15)

≃ g∆

2

∫ ωD

−ωD

ν(ξ )dξ
(∆2 +ξ 2)1/2 = g∆ν sinh−1(ωD/∆),

where we have made use of the assumption that the pairing interaction uniformly extends
over an energy scale ωD and have also taken the single particle DoS to be constant in that
range. The DoS for the excitations from the SC ground state is obtained as,

ρ(ε) =
∫

dξ ν(ξ )δ (ε −λ (ξ ))∼ 2νΘ(ε −∆)
ε

(ε2 −∆2)
1/2 (C.16)

where λ (ξ ) = (ξ 2 +∆2)1/2.
The above equation for the gap (Eq. (C.16)) is obtained only for the zero temperature

case. For a finite temperature T , the gap equation gets modified as,

∆ =
gT
V ∑

k,n

∆

|∆|2 +ξ 2
k +ω2

n
, (C.17)

where n is the index of the Fermionic Matsubara frequency ωn. After performing the
Matsubara summation, we get the BCS gap equation

∆ = g∆ν
∫ ωD

0
dξ

tanh(λ (ξ )/2T )
λ (ξ )

. (C.18)

We can estimate the critical temperature for the SC transition from the gap equation by
looking at the point where the gap vanishes. We obtain

Tc = cωDe−1/gν , (C.19)

where c is a constant of order unity. For temperatures close and below Tc , ∆ obeys the form,
∆ ∼

√
Tc(Tc −T ).
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