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Chapter 1

Introduction

Black holes provide an interesting area to explore the challenges which arise in

attempts to reconcile general relativity and quantum mechanics. Since string the-

ory includes within its framework a quantum theory of gravity, it should be able

to address these challenges. In fact, some of the most fascinating developments

in string theory concerns black hole physics. Classically, black holes are solutions

to Einstein’s equations of general relativity, which have an event horizon. Due to

the intense gravitational pull of the black hole, nothing can escape from inside

this horizon.

Let us begin with the simplest black hole solutions of Einstein’s equations in four

dimensions, which are the Schwarzschild and Reissner-Nordstrom black holes.

In four dimensions the Schwarzschild black hole metric, in Schwarzschild coordi-

nates is,

ds2 = −(1 − rH
r

)dt2 + (1 − rH
r

)−1dr2 + r2dΩ2
2. (1.1)

where rH = 2G4M .

Here rH is known as Schwarzschild radius and G4 is Newton’s constant and M

is the mass of the black hole. Here t is a timelike coordinate for r > rH and

spacelike for r < rH , while reverse is true for r. The surface r = rH is called the

event horizon, which seperates these two regions.

The generalisation of the Schwarzschild black hole to one with electric charge Q,

is called the Reissner-Nordstrom black hole. In four dimensions, the metric of
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Reissner-Nordstrom black hole takes the form,

s2 = −∆dt2 + ∆−1dr2 + r2dΩ2
2, (1.2)

where ∆ = 1 − 2M
r

+ Q2

r2
.

The gtt component of the metric vanishes for,

r = r± = M ±
√
M2 −Q2 (1.3)

which are the inner and outer horizons respectively. The outer horizon r = r+ is

the event horizon. It is only present if

M ≥ |Q| (1.4)

In the limiting case

r± = M or M = |Q| (1.5)

the black hole is called extremal, and it has minimum mass allowed given its

charge, as follows from the bound (1.4). For a general charge configuration, an

extremal black hole configuration is one with lowest mass allowed by the charges.

The metric of the extremal Reissner-Nordstrom black hole takes the form,

ds2 = −(1 − r0
r

)2dt2 + (1 − r0
r

)−2dr2 + r2dΩ2
2. (1.6)

where r0 = M . In the near horizon limit, where r ≈ 0, the geometry approaches

AdS2 × S2.

The mass M and charge Q of the black hole are defined in terms of appropriate

surface integrals at spatial infinity. Two important quantities associated with the

black hole horizon are its area A and the surface gravity κs. The surface gravity,

which is constant on the horizon, is related to the force(measured at spatial in-

finity) that holds a unit test mass in place.

Classical black holes behave like thermodynamic systems characterised by tem-

perature and entropy. Let us first consider the thermodynamic description, i.e.,

the macroscopic description of black holes. The first law for thermodynamics

states that the variation of the total energy is equal to the temperature times the

variation of the entropy plus work terms. The corresponding formula for black

holes states that the variation of black hole mass is related to the variation of
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the horizon area plus the work terms proportional to the variation of the angular

momentum and a term proportional to a variation of the charge, multiplied by

the electric/magnetic potential µ at the horizon.

δM =
κs
2π

δA

4
+ µδQ+ ΩδJ. (1.7)

It was found by Hawking [1] that any black hole emits radiation with the spectrum

of a black body at temperature κs/2π. This leads to the identification of the black

hole entropy in terms of the horizon area,

Smacro =
1

4
A (1.8)

This relation, known as Bekenstein-Hawking entropy, appears to be universally

valid, atleast when A is sufficiently large.

This identification raises the question what the black hole microstates are,

and where they are located. We want to know what the statistical mechanics

of black holes is, and express (1.8) as the logarithm of a number of microstates

that are compatible with a given macrostate, i.e., a black hole with a given set

(M,J,Q). String theory provides a microscopic quantum description of some su-

persymmetric black holes. For these black holes, the logarithm of the degeneracy

of states as a function of charge Q, d(Q), has been shown to exactly match the

Bekenstein-Hawking entropy in the limit of large charges. The first microstate

counting for black holes in string theory that reproduced the right numerical

coefficent of the Bekenstein Hawking entropy was done by Strominger and Vafa

. They considered supersymmetric (and thus necessarily extremal and charged)

black holes. In the presence of supersymmetry, there exists non renormaliza-

tion theorems, which essentially say that the weak coupling results are protected

from quantum corrections. This means that the number of states one counts at

weak coupling cannot change as one increases the coupling, i.e., when a black

hole forms. These microstates correspond to configuration of wrapped branes.

More recently, it has been shown that the Bekenstein Hawking Wald entropy for

a number of black hole examples, agree to all orders in preturbation theory in

inverse charges going well beyond the perturbation limit.
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1.1 Outline of the Thesis

Supersymmetric black holes are well known to exhibit a striking phenomenon

called the attractor behavior [2, 3, 4]. Moduli fields in these black hole back-

grounds take value at the horizon independent of their asymptotic values at in-

finity, determined by the charges only. As a result, the macroscopic entropy

depends only on the charges. This is consistent with the fact that the micro-

scopic entropy, more precisely, an index is also independent of the asymptotic

moduli due to the BPS property of the states.

So far the attractor mechanism has been studied almost exclusively in the context

of N = 2 supergravity. The question which interests us in this thesis is if this

mechanism is more general. We want to study whether it works for non super-

symmetric black holes as well. The extremal black holes have some properties

which are similar to supersymmetric black holes, for example they have vanishing

surface gravity and have the minimal possible mass compatible with the given

charges and angular momentum. This motivates the search of attractor behavior

in extremal configurations. We investigate the attractor mechanism for extremal

black holes and black rings in two derivative actions describing gravity coupled

to scalar fields and abelian gauge fields. These black holes might be solutions in

theories which have no supersymmetry or might be non supersymmetric solutions

in supersymmetric theories.

1.1 Outline of the Thesis

The theories we consider consist of gravity, gauge fields and scalar fields with the

action

S =
1

κ2

∫
d4x

√
−G(R−2(∂φi)

2−fab(φi)F a
µνF

b µν− 1
2
f̃ab(φi)F

a
µνF

b
ρσε

µνρσ). (1.9)

Here the index i denotes the different scalars and a, b the different gauge fields

and F a
µν stands for the field strength of the gauge field. fab(φi) determines the

gauge couplings and f̃ab(φi) determines the axionic couplings.

The scalars determine the gauge couplings and thereby couple to the gauge fields.
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1.1 Outline of the Thesis

It is important that the scalars do not have a potential of their own that gives

them in particular a mass. Such a potential would mean that the scalars are no

longer moduli.

The theories described by (1.9), are four dimensional and do not have a cos-

mological constant. This action can be generalized to higher dimensions as well

as theories with cosmological constant. In chapter 2, we explore the attractor

mechanism in spherical symmetric extremal black holes for theories mentioned

in (1.9) [5]. The moduli fields in a black hole background vary radially and get

attracted to specific values at the horizon, which depends only on the charges.

The attractor behavior also refers to the fact that the near horizon geometry

approaches AdS2 × S2 and the AdS2 and S2 radii depend only on the charges.

We show that the attractor mechanism works quite generally in such theories

provided two conditions are met. These conditions are succinctly stated in terms

of an “effective potential” Veff for the scalar fields, φi.

With both electric and magnetic charges the gauge fields take the form,

F a = f ab(φi)(Qeb − f̃bcQ
c
m)

1

b2
dt ∧ dr +Qa

msinθdθ ∧ dφ, (1.10)

where Qa
m, Qea are constants that determine the magnetic and electric charges

carried by the gauge field F a, and f ab is the inverse of fab.

The effective potential is then given by,

Veff(φi) = f ab(Qea − f̃acQ
c
m)(Qeb − f̃bdQ

d
m) + fabQ

a
mQ

b
m. (1.11)

The effective potential is proportional to the energy density in the electro-

magnetic field and arises after solving for the gauge fields in terms of the charges

carried by the black hole. The two conditions that need to be met are the fol-

lowing. First, as a function of the moduli fields Veff must have a critical point,

∂iVeff(φi0) = 0. And second, the matrix of second derivatives of the effective po-

tential at the critical point, ∂ijVeff(φi0), must be have only positive eigenvalues.

The resulting attractor values for the moduli are the critical values, φi0. And the

entropy of the black hole is proportional to V (φi0), and is thus independent of

the asymptotic values for the moduli. It is worth noting that the two conditions

stated above are met by BPS black hole attractors in an N = 2 supersymmetric

theory.
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1.1 Outline of the Thesis

The analysis for BPS attractors simplifies greatly due to the use of the first

order equations of motion. In the non-supersymmetric context one has to work

with the second order equations directly and this complicates the analysis. The

central idea in establishing the attractor behavior lies in the perturbation analysis.

Although the equations are second order, in perturbation theory they are linear,

and this makes them tractable. For the static spherically symmetric case, we can

consistently set the scalars to their critical values for all values of r. This gives

rise to an extremal Reissner Nordstrom black hole. If the scalar field takes value

at asymptotic infinity which are small deviations from their attractor values, we

show that the extremal black hole solution continues to exist. The scalar takes

the attractor value at the horizon. The analysis can be carried out quite generally

for any effective potential for the scalars and shows that the two conditions stated

above are sufficient for the attractor phenomenon to hold.

We also carry out numerical analysis to go beyond the perturbation results.

This requires a specific form of the effective potential. The numerical analysis

corroborates the perturbation theory results mentioned above. In simple cases we

have explored so far, we have found evidence for a only single basin of attraction,

although multiple basins must exist in general as is already known from the

supersymmetric(SUSY) cases.

We generalize these results to other settings. We find that the attractor

phenomenon continues to hold in higher dimensions and Anti-de Sitter space

(AdS), as long as the two conditions mentioned above are valid for a suitable

defined effective potential.

For a completely general class of gravity actions including higher derivative

interactions, assuming an extremal near horizon geometry of form AdS2 × S2

but without assuming supersymmetry, the attractor values of the moduli can be

obtained by extremizing an “entropy function”[6]. For the two derivative theories,

the entropy function and the effective potential are different quantities, but the

extremisation results give the same attractor values.

In chapter 2, we construct an effective potential for extremal black holes, which

is minimized with respect to the moduli to get the attractor values of the scalars.

For supersymmetric black holes, there is a function of the moduli and the charges

carried by the black hole, called the central charge, which plays an important

6



1.1 Outline of the Thesis

Figure 1.1: Variation of the scalar moduli as we move in from infinity into the

horizon.

role in the discussion of the attractor. The attractor values of the scalars, which

are obtained at the horizon of the black hole, are given by minimizing the central

charge with respect to the moduli.

There is a another sense in which the central charge is also minimized at the

horizon of a supersymmetric attractor. One finds that the central charge, now

regarded as a function of the position coordinate, evolves monotonically from

asymptotic infinity to the horizon and obtains its minimum value at the horizon

of the black hole. It is natural to ask whether there is an analogous quantity in

the non-supersymmetric case and in particular if the effective potential is also

monotonic and minimized in this sense for non-supersymmetric attractors.

In chapter 3, we propose a c-function for non-supersymmetric spherically sym-

metric attractors. We first study the four dimensional case. The c-function has a

simple geometrical and physical interpretation in this case. We are interested in

spherically symmetric and static configurations in which all fields are functions

of only one variable - the radial coordinate. The c-function, c(r), is given by

7
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1.1 Outline of the Thesis

c(r) =
1

4
A(r), (1.12)

where A(r) is the area of the two-sphere, of the SO(3) isometry group orbit,

as a function of the radial coordinate 1. For any asymptotically flat solution we

show that the area function satisfies a c-theorem and monotonically decreases

as one moves towards the horizon, which is the direction of increasing redshift

from infinity. For a black hole solution, the static region ends at the horizon,

so in the static region the c-function attains its minimum value at the horizon.

This horizon value of the c-function equals the entropy of the black hole. While

the horizon value of the c-function is also proportional to the minimum value

of the effective potential, more generally, away from the horizon, the two are

different. In fact we find that the effective potential need not vary monotoni-

cally in a non-supersymmetric attractor. The c-theorem we prove is applicable

for supersymmetric black holes as well. In the supersymmetric case, there are

three quantities of interest, the c-function, the effective potential and the square

of the central charge. At the horizon these are all equal, up to a constant of

proportionality. But away from the horizon they are in general different.

We work directly with the second order equations of motion in our analysis

and it might seem puzzling at first that one can prove a c-theorem at all. The

answer to the puzzle lies in boundary conditions. For black hole solutions we

require that the solutions are asymptotically flat. This is enough to ensure that

going inwards to the horizon from asymptotic infinity the c-function decreases

monotonically.

We generalize the c-function to higher dimensions. We analyze a system of

rank q gauge fields and moduli coupled to gravity and once again find a c-function

that satisfies a c-theorem. In D = p+ q+ 1 dimensions this system has extremal

black brane solutions whose near horizon geometry is AdSp+1×Sq. We show that

the c-function is non-increasing from infinity up to the near horizon region. It’s

minimum value in the AdSp+1 × Sq region agrees with the conformal anomaly in

the dual boundary theory for p even [7].

1We have set GN = 1.
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1.1 Outline of the Thesis

In the first two chapters, we analyse the spherically symmetric configurations.

In chapter 4 we extend the study of the attractor mechanism to rotating black hole

solutions. Our starting point is an observation made in [8] that the near horizon

geometries of extremal Kerr and Kerr-Newman black holes have SO(2,1)×U(1)

isometry. Armed with this observation we prove a general result that is as pow-

erful as its non-rotating counterpart. In the context of 3+1 dimensional theories,

our analysis shows that in an arbitrary theory of gravity coupled to abelian gauge

fields and neutral scalar fields with a gauge and general coordinate invariant local

Lagrangian density, the entropy of a rotating extremal black hole remains invari-

ant, except for occasional jumps, under continuous deformation of the asymptotic

data for the moduli fields if an extremal black hole is defined to be the one whose

near horizon field configuration has SO(2, 1)× U(1) isometry.

The strategy for obtaining this result is to use the entropy function formalism

[6]. We find that the near horizon background of a rotating extremal black hole

is obtained by extremizing a functional of the background fields on the horizon,

and that Bekenstein Hawking entropy is given by precisely the same functional

evaluated at its extremum. Thus if this functional has a unique extremum with

no flat directions then the near horizon field configuration is determined com-

pletely in terms of the charges and angular momentum, with no possibility of

any dependence on the asymptotic data on the moduli fields. On the other hand

if the functional has flat directions so that the extremization equations do not

determine the near horizon background completely, then there can be some de-

pendence of this background on the asymptotic data, but the entropy, being equal

to the value of the functional at the extremum, is still independent of this data.

Finally, if the functional has several extrema at which it takes different values,

then for different ranges of asymptotic values of the moduli fields the near hori-

zon geometry could correspond to different extrema. In this case as we move

in the space of asymptotic data the entropy would change discontinuously as we

cross the boundary between two different domains of attraction, although within

a given domain it stays fixed. The stability analysis of the rotating attractors

has not been done.

We explore this formalism in detail in the context of an arbitrary two deriva-

tive theory of gravity coupled to scalar and abelian vector fields. The extrem-
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1.1 Outline of the Thesis

ization conditions now reduce to a set of second order differential equations with

parameters and boundary conditions which depend only on the charges and the

angular momentum. Thus the only ambiguity in the solution to these differential

equations arise from undetermined integration constants. We prove explicitly that

in a generic situation all the integration constants are fixed once we impose the

appropriate boundary conditions and smoothness requirement on the solutions.

We also show that even in a non-generic situation where some of the integration

constants are not fixed (and hence could depend on the asymptotic data on the

moduli fields), the value of the entropy is independent of these undetermined

integration constants.

We test our general results for some known examples. Here we take some

of the known extremal rotating black hole solutions in two derivative theories of

gravity coupled to matter, and study their near horizon geometry to determine if

they exhibit attractor behavior. We focus on two particular classes of examples

— the Kaluza-Klein black holes studied in [9, 10] and black holes in toroidally

compactified heterotic string theory studied in [11]. In both these examples,

we find two kinds of extremal limits. One of these branches does not have an

ergo-sphere . We call this the ergo-free branch. The other branch does have an

ergo-sphere. We call this the ergo-branch. On both branches the entropy turns

out to be independent of the asymptotic values of the moduli fields, in accordance

with our general arguments. We find however that while on the ergo-free branch

the scalar and all other background fields at the horizon are independent of the

asymptotic data on the moduli fields, this is not the case for the ergo-branch.

Thus on the ergo-free branch we have the full attractor behavior, whereas on

the ergo-branch only the entropy is attracted to a fixed value independent of the

asymptotic data.

In five dimensions, one has a black hole with an event horizon of topology

S1 × S2, which is called a black ring. Ref[12] obtained an explicit solution of five

dimensional vacuum general relativity describing such an object.

By examining the BPS equations for black rings, [13], found the attractor

equations for supersymmetric extremal black rings. Motivated by the results of

our analysis for black holes, which demonstrate the attractor mechanism is inde-

pendent of supersymmetry, we extend our analysis to extremal black rings [14]

10



1.1 Outline of the Thesis

in chapter 5.

We start with five dimensional Lagrangian consisting of gravity, abelian gauge

fields, neutral massless scalars and a Chern-Simons term. We dimensionally re-

duce it to four dimensions. Then we apply the entropy function formalism. We

study extremal black rings whose near horizon geometry have AdS2 × S2 × U(1)

symmetries. After dimensional reduction, we get an AdS2 × S2 near horizon ge-

ometry. This analysis is extended to the five dimensional extremal rotating black

holes. In all these cases, we demonstrate the attractor mechanism for black rings

with out recourse to supersymmetry by using the entropy function formalism.

11



Chapter 2

Non Supersymmetric Attractors

In this chapter, we consider theories with gravity, gauge fields and scalars in four-

dimensional asymptotically flat space-time. By studying the equations of motion

directly we show that the attractor mechanism can work for non-supersymmetric

extremal black holes. Two conditions are sufficient for this, they are conveniently

stated in terms of an effective potential involving the scalars and the charges

carried by the black hole. Our analysis applies to black holes in theories with

N 6 1 supersymmetry, as well as non-supersymmetric black holes in theories with

N = 2 supersymmetry. Similar results are also obtained for extremal black holes

in asymptotically Anti-de Sitter space and in higher dimensions.

2.1 Attractor in Four-Dimensional Asymptoti-

cally Flat Space

2.1.1 Equations of Motion

In this section we consider gravity in four dimensions with U(1) gauge fields and

scalars. The scalars are coupled to gauge fields with dilaton-like couplings. It

is important for the discussion below that the scalars do not have a potential so

that there is a moduli space obtained by varying their values.

The action we start with has the form,

S =
1

κ2

∫
d4x

√
−G(R− 2(∂φi)

2 − fab(φi)F
a
µνF

b µν) (2.1)

12



2.1 Attractor in Four-Dimensional Asymptotically Flat Space

Here the index i denotes the different scalars and a, b the different gauge fields

and F a
µν stands for the field strength of the gauge field. fab(φi) determines the

gauge couplings, we can take it to be symmetric in a, b without loss of generality.

The Lagrangian is

L = (R− 2(∂φi)
2 − fab(φi)F

a
µνF

b µν) (2.2)

Varying the metric gives 1,

Rµν − 2∂µφi∂νφi = 2fab(φi)F
a
µλF

b λ
ν +

1

2
GµνL (2.3)

The trace of the above equation implies

R− 2(∂φi)
2 = 0 (2.4)

The equations of motion corresponding to the metric, dilaton and the gauge fields

are then given by,

Rµν − 2∂µφi∂νφi = fab(φi)
(
2F a

µλF
b λ
ν − 1

2
GµνF

a
κλF

bκλ
)

(2.5)

1√
−G

∂µ(
√
−G∂µφi) =

1

4
∂i(fab)F

a
µνF

bµν (2.6)

∂µ(
√
−Gfab(φi)F bµν) = 0.

The Bianchi identity for the gauge field is,

∂µFνρ + ∂νFρµ + ∂ρFµν = 0. (2.7)

We now assume all quantities to be function of r. To begin, let us also consider

the case where the gauge fields have only magnetic charge, generalisations to both

electrically and magnetically charged cases will be discussed shortly. The metric

and gauge fields can then be written as,

ds2 = −a(r)2dt2 + a(r)−2dr2 + b(r)2dΩ2 (2.8)

F a = Qa
msinθdθ ∧ dφ (2.9)

1In our notation Gµν refers to the components of the metric.

13



2.1 Attractor in Four-Dimensional Asymptotically Flat Space

Using the equations of motion we then get,

Rtt =
a2

b4
Veff (φi) (2.10)

Rθθ =
1

b2
Veff(φi) (2.11)

where,

Veff (φi) ≡ fab(φi)Q
a
mQ

b
m. (2.12)

This function, Veff , will play an important role in the subsequent discussion.

We see from eq.(2.10) that up to an overall factor it is the energy density in the

electromagnetic field. Note that Veff (φi) is actually a function of both the scalars

and the charges carried by the black hole.

The relation, Rtt = a2

b2
Rθθ, after substituting the metric ansatz implies that,

(a2(r)b2(r))
′′

= 2. (2.13)

The Rrr − Gtt

GrrRtt component of the Einstein equation gives

b
′′

b
= −(∂rφ)2. (2.14)

Also the Rrr component itself yields a first order “energy” constraint,

− 1 + a2b
′2 +

a2′b2
′

2
=

−1

b2
(Veff(φi)) + a2b2(φ′)2 (2.15)

Finally, the equation of motion for the scalar φi takes the form,

∂r(a
2b2∂rφi) =

∂iVeff
2b2

. (2.16)

We see that Veff(φi) plays the role of an “effective potential ” for the scalar fields.

Let us now comment on the case of both electric and magnetic charges. In

this case one should also include “axion” type couplings and the action takes the

form,

S =
1

κ2

∫
d4x

√
−G(R− 2(∂φi)

2 − fab(φi)F
a
µνF

b µν − 1
2
f̃ab(φi)F

a
µνF

b
ρσε

µνρσ).

(2.17)

We note that f̃ab(φi) is a function independent of fab(φi), it can also be taken to

be symmetric in a, b without loss of generality.
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2.1 Attractor in Four-Dimensional Asymptotically Flat Space

The equation of motion for the metric which follows from this action is un-

changed from eq.(2.5). While the equations of motion for the dilaton and the

gauge field now take the form,

1√
−G

∂µ(
√
−G∂µφi) = 1

4
∂i(fab)F

a
µνF

b µν + 1
8
∂i(f̃ab)F

a
µνF

b
ρσε

µνρσ (2.18)

∂µ

(√
−G

(
fab(φi)F

b µν + 1
2
f̃abF

b
ρσε

µνρσ
))

= 0. (2.19)

With both electric and magnetic charges the gauge fields take the form,

F a = f ab(φi)(Qeb − f̃bcQ
c
m)

1

b2
dt ∧ dr +Qa

msinθdθ ∧ dφ, (2.20)

where Qa
m, Qea are constants that determine the magnetic and electric charges

carried by the gauge field F a, and f ab is the inverse of fab
1. It is easy to see

that this solves the Bianchi identity eq.(2.7), and the equation of motion for the

gauge fields eq.(2.19).

A little straightforward algebra shows that the Einstein equations for the

metric and the equations of motion for the scalars take the same form as before,

eq.(2.13, 2.14, 2.15, 2.16), with Veff now being given by,

Veff(φi) = f ab(Qea − f̃acQ
c
m)(Qeb − f̃bdQ

d
m) + fabQ

a
mQ

b
m. (2.21)

As was already noted in the special case of only magnetic charges, Veff is pro-

portional to the energy density in the electromagnetic field and therefore has

an immediate physical significance. It is invariant under duality transformations

which transform the electric and magnetic fields to one-another.

Our discussion below will use (2.13, 2.14, 2.15, 2.16) and will apply to the

general case of a black hole carrying both electric and magnetic charges.

It is also worth mentioning that the equations of motion, eq.(2.13, 2.14, 2.16)

above can be derived from a one-dimensional action,

S =
2

κ2

∫
dr

(
(a2b)

′

b
′ − a2b2(φ′)2 − Veff(φi)

b2

)
. (2.22)

1We assume that fab is invertible. Since it is symmetric it is always diagonalisable. Zero

eigenvalues correspond to gauge fields with vanishing kinetic energy terms, these can be omitted

from the Lagrangian.
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2.1 Attractor in Four-Dimensional Asymptotically Flat Space

The constraint, eq.(2.15) must be imposed in addition.

One final comment before we proceed. The eq.(2.17) can be further generalised

to include non-trivial kinetic energy terms for the scalars of the form,
∫
d4x

√
−G

(
−gij(φk)∂φi∂φj

)
. (2.23)

The resulting equations are easily determined from the discussion above by now

contracting the scalar derivative terms with the metric gij. The two conditions

we obtain in the next section for the existence of an attractor are not altered due

to these more general kinetic energy terms.

2.1.2 Conditions for an Attractor

We can now state the two conditions which are sufficient for the existence of an

attractor. First, the charges should be such that the resulting effective potential,

Veff , given by eq.(2.21), has a critical point. We denote the critical values for the

scalars as φi = φi0. So that,

∂iVeff(φi0) = 0 (2.24)

Second, the matrix of second derivatives of the potential at the critical point,

Mij =
1

2
∂i∂jVeff(φi0) (2.25)

should have positive eigenvalues. Schematically we write,

Mij > 0 (2.26)

Once these two conditions hold, we show below that the attractor phenomenon

results. The attractor values for the scalars are 1 φi = φi0.

The resulting horizon radius is given by,

b2H = Veff (φi0) (2.27)

and the entropy is

SBH =
1

4
A = πb2H . (2.28)

1Scalars which do not enter in Veff are not fixed by the requirement eq.(2.24). The entropy

of the extremal black hole is also independent of these scalars.
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2.1 Attractor in Four-Dimensional Asymptotically Flat Space

There is one special solution which plays an important role in the discussion

below. From eq.(2.16) we see that one can consistently set φi = φi0 for all values

of r. The resulting solution is an extremal Reissner Nordstrom (ERN) Black hole.

It has a double-zero horizon. In this solution ∂rφi = 0, and a, b are

a0(r) =
(
1 − rH

r

)
, b0(r) = r (2.29)

where rH is the horizon radius. We see that a2
0, (a

2
0)

′ vanish at the horizon while

b0, b
′
0 are finite there. From eq.(2.15) it follows then that the horizon radius bH

is indeed given by

r2
H = b2H = Veff(φi0), (2.30)

and the black hole entropy is eq.(2.28).

If the scalar fields take values at asymptotic infinity which are small deviations

from their attractor values we show below that a double-zero horizon black hole

solution continues to exist. In this solution the scalars take the attractor values

at the horizon, and a2, (a2)′ vanish while b, b′ continue to be finite there. From

eq.(2.15) it then follows that for this whole family of solutions the entropy is

given by eq.(2.28) and in particular is independent of the asymptotic values of

the scalars.

For simple potentials Veff we find only one critical point. In more complicated

cases there can be multiple critical points which are attractors, each of these has

a basin of attraction.

One comment is worth making before moving on. A simple example of a

system which exhibits the attractor behaviour consists of one scalar field φ coupled

to two gauge fields with field strengths, F a, a = 1, 2. The scalar couples to the

gauge fields with dilaton-like couplings,

fab(φ) = eαaφδab. (2.31)

If only magnetic charges are turned on,

Veff = eα1φ(Q1)
2 + eα2φ(Q2)

2. (2.32)

(We have suppressed the subscript “m” on the charges). For a critical point to

exist α1 and α2 must have opposite sign. The resulting critical value of φ is given

17



2.1 Attractor in Four-Dimensional Asymptotically Flat Space

by,

eφ0 =

(
−α2(Q2)

2

α1(Q1)2

) 1
α1−α2

(2.33)

The second derivative, eq.(2.25) now is given by

∂2Veff
∂φ2

= −2α1α2 (2.34)

and is positive if α1, α2 have opposite sign.

This example will be useful for studying the behaviour of perturbation theory

to higher orders and in the subsequent numerical analysis.

As we will discuss further in section 7, a Lagrangian with dilaton-like couplings

of the type in eq.(2.31), and additional axionic terms ( which can be consistently

set to zero if only magnetic charges are turned on), can always be embedded in a

theory with N = 1 supersymmetry. But for generic values of α we do not expect

to be able to embed it in an N = 2 theory. The resulting extremal black hole, for

generic α, will also then not be a BPS state.

2.1.3 Comparison with the N = 2 Case

It is useful to compare the discussion above with the special case of a BPS black

hole in an N = 2 theory. The role of the effective potential, Veff for this case was

emphasised by Denef, [15]. It can be expressed in terms of a superpotential W

and a Kahler potential K as follows:

Veff = eK[Kij̄DiW (DjW )∗ + |W |2], (2.35)

where DiW ≡ ∂iW + ∂iKW . The attractor equations take the form,

DiW = 0 (2.36)

And the resulting entropy is given by

SBH = π|W |2eK. (2.37)

with the superpotential evaluated at the attractor values.

It is easy to see that if eq.(2.36) is met then the potential is also at a critical

point, ∂iVeff = 0. A little more work also shows that all eigenvalues of the second
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2.1 Attractor in Four-Dimensional Asymptotically Flat Space

derivative matrix, eq.(2.25) are also positive in this case. Thus the BPS attractor

meets the two conditions mentioned above. We also note that from eq.(2.35) the

value of Veff at the attractor point is Veff = eK|W |2. The resulting black hole

entropy eq.(2.27, 2.28) then agrees with eq.(2.37).

We now turn to a more detailed analysis of the attractor conditions below.

2.1.4 Perturbative Analysis

2.1.4.1 A Summary

The essential idea in the perturbative analysis is to start with the extremal RN

black hole solution described above, obtained by setting the asymptotic values of

the scalars equal to their critical values, and then examine what happens when

the scalars take values at asymptotic infinity which are somewhat different from

their attractor values, φi = φi0.

We first study the scalar field equations to first order in the perturbation, in

the ERN geometry without including backreaction. Let φi be a eigenmode of the

second derivative matrix eq.(2.25) 1. Then denoting, δφi ≡ φi − φi0, neglecting

the gravitational backreaction, and working to first order in δφi, we find that

eq.(2.16) takes the form,

∂r
(
(r − rH)2∂r(δφi)

)
=
β2
i δφi
r2

, (2.38)

where β2
i is the relevant eigenvalue of 1

2
∂i∂jV (φi0). In the vicinity of the horizon,

we can replace the factor 1/r2 on the r.h.s by a constant and as we will see

below, eq.(2.38), has one solution that is well behaved and vanishes at the horizon

provided β2
i > 0. Asymptotically, as r → ∞, the effects of the gauge fields

die away and eq.(2.38) reduces to that of a free field in flat space. This has

1More generally if the kinetic energy terms are more complicated, eq.(2.23), these eigen-

modes are obtained as follows. First, one uses the metric at the attractor point, gij(φi0), and

calculates the kinetic energy terms. Then by diagonalising and rescaling one obtains a basis

of canonically normalised scalars. The second derivatives of Veff are calculated in this basis

and gives rise to a symmetric matrix, eq.(2.25). This is then diagonalised by an orthogonal

transformation that keeps the kinetic energy terms in canonical form. The resulting eigenmodes

are the ones of relevance here.
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2.1 Attractor in Four-Dimensional Asymptotically Flat Space

two expected solutions, δφi ∼ constant, and δφi ∼ 1/r, both of which are well

behaved. It is also easy to see that the second order differential equation is

regular at all points in between the horizon and infinity. So once we choose the

non-singular solution in the vicinity of the horizon it can be continued to infinity

without blowing up.

Next, we include the gravitational backreaction. The first order perturbations

in the scalars source a second order change in the metric. The resulting equations

for metric perturbations are regular between the horizon and infinity and the

analysis near the horizon and at infinity shows that a double-zero horizon black

hole solution continues to exist which is asymptotically flat after including the

perturbations.

In short the two conditions, eq.(2.24), eq.(2.26), are enough to establish the

attractor phenomenon to first non-trivial order in perturbation theory.

In 4-dimensions, for an effective potential which can be expanded in a power

series about its minimum, one can in principle solve for the perturbations an-

alytically to all orders in perturbation theory. We illustrate this below for the

simple case of dilaton-like couplings, eq.(2.31), where the coefficients that appear

in the perturbation theory can be determined easily. One finds that the attractor

mechanism works to all orders without conditions other than eq.(2.24), eq.(2.26)
1.

When we turn to other cases later, higher dimensional or AdS space etc., we

will sometimes not have explicit solutions, but an analysis along the above lines

in the near horizon and asymptotic regions and showing regularity in-between

will suffice to show that a smoothly interpolating solution exists which connects

the asymptotically flat region to the attractor geometry at horizon.

To conclude, the key feature that leads to the attractor is the fact that both

solutions to the linearised equation for δφ are well behaved as r → ∞, and one

solution near the horizon is well behaved and vanishes. If one of these features

fails the attractor mechanism typically does not work. For example, adding a

mass term for the scalars results in one of the two solutions at infinity diverging.

Now it is typically not possible to match the well behaved solution near the

1For some specific values of the exponent γi, eq.(2.41), though, we find that there can be

an obstruction which prevents the solution from being extended to all orders.
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2.1 Attractor in Four-Dimensional Asymptotically Flat Space

horizon to the well behaved one at infinity and this makes it impossible to turn

on the dilaton perturbation in a non-singular fashion.

We turn to a more detailed description of perturbation theory below.

2.1.4.2 First Order Solution

We start with first order perturbation theory. We can write,

δφi ≡ φi − φi0 = εφi1, (2.39)

where ε is the small parameter we use to organise the perturbation theory. The

scalars φi are chosen to be eigenvectors of the second derivative matrix, eq.(2.25).

From, eq.(2.13), eq.(2.14), eq.(2.15), we see that there are no first order correc-

tions to the metric components, a, b. These receive a correction starting at second

order in ε. The first order correction to the scalars φi satisfies the equation,

∂r(a
2
0b

2
0∂rφi1) =

β2
i

b20
φi1. (2.40)

where, β2
i is the eigenvalue for the matrix eq.(2.25) corresponding to the mode

φi. Substituting for a0, b0, from eq.(2.29) we find,

φi1 = c1i

(
r − rH
r

) 1
2
(±
√

1+4β2
i /r

2
H
−1)

(2.41)

We are interested in a solution which does not blow up at the horizon, r = rH .

This gives,

φi1 = c1i

(
r − rH
r

)γi

, (2.42)

where

γi = 1
2

(√
1 +

4β2
i

r2
H

− 1
)
. (2.43)

Asymptotically, as r → ∞, φi1 → c1i, so the value of the scalars vary at

infinity as c1i is changed. However, since γi > 0, we see from eq.(2.42) that φi1

vanishes at the horizon and the value of the dilaton is fixed at φi0 regardless of

its value at infinity. This shows that the attractor mechanism works to first order

in perturbation theory.
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2.1 Attractor in Four-Dimensional Asymptotically Flat Space

It is worth commenting that the attractor behaviour arises because the solu-

tion to eq.(2.40) which is non-singular at r = rH , also vanishes there. To examine

this further we write eq.(2.40) in standard form, [? ],

d2y

dx2
+ P (x)y +Q(x)y = 0, (2.44)

with x = r − rH , y = φi1. The vanishing non-singular solution arises because

eq.(2.40) has a single and double pole respectively for P (x) and Q(x), as x→ 0.

This results in (2.44) having a scaling symmetry as x→ 0 and the solution goes

like xγi near the horizon. The residues at these poles are such that the resulting

indical equation has one solution with exponent γi > 0. In contrast, in a non-

extremal black hole background, the horizon is still a regular singular point for

the first order perturbation equation, but Q(x) has only a single pole. It turns

out that the resulting non-singular solution can go to any constant value at the

horizon and does not vanish in general.

2.1.4.3 Second Order Solution

The first order perturbation of the dilaton sources a second order correction in

the metric. We turn to calculating this correction next.

Let us write,

b = b0 + ε2b2 (2.45)

a2 = a2
0 + ε2a2

b2 = b20 + 2ε2b2b0,

where b0 and a0 are the zeroth order extremal Reissner Nordstrom solution

eq.(2.29).

Equation (2.13) gives,

a2b2 = (r − rH)2 + d1r + d2. (2.46)

The two integration constants, d1, d2 can be determined by imposing boundary

conditions. We are interested in extremal black hole solutions with vanishing

surface gravity. These should have a horizon where b is finite and a2 has a
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2.1 Attractor in Four-Dimensional Asymptotically Flat Space

“double-zero”, i.e., both a2 and its derivative (a2)′ vanish. By a gauge choice

we can always take the horizon to be at r = rH . Both d1 and d2 then vanish.

Substituting eq.(2.45) in the equation(2.13) we get to second order in ε,

2a2
0b0b2 + b20a2 = 0. (2.47)

Substituting for a0, b0 then determines, a2 in terms of b2,

a2 = −2
(
1 − rH

r

)2 b2
r
. (2.48)

From eq.(2.14) we find next that,

b2(r) = −
∑

i

c21iγ

2(2γi − 1)
r

(
r − rH
r

)2γi

+ A1r + A2rH (2.49)

A1, A2 are two integration constants. The two terms proportional to these inte-

gration constant solve the equations of motion for b2 in the absence of the O(ε)2

source terms from the dilaton. This shows that the freedom associated with vary-

ing these constants is a gauge degree of freedom. We will set A1 = A2 = 0 below.

Then, b2 is,

b2(r) = −
∑

i

c21iγi
2(2γi − 1)

r

(
r − rH
r

)2γi

(2.50)

It is easy to check that this solves the constraint eq.(2.15) as well.

To summarise, the metric components to second order in ε are given by

eq.(2.45) with a0, b0 being the extremal Reissner Nordstrom solution and the

second order corrections being given in eq.(2.48) and eq.(2.50). Asymptotically,

as r → ∞, b2 → c × r, and, a2 → −2 × c, so the solution continues to be

asymptotically flat to this order. Since γi > 0 we see from eq.(2.48, 2.50) that

the second order corrections are well defined at the horizon. In fact since b2

goes to zero at the horizon, a2 vanishes at the horizon even faster than a double-

zero. Thus the second order solution continues to be a double-zero horizon black

hole with vanishing surface gravity. Since b2 vanishes the horizon area does not

change to second order in perturbation theory and is therefore independent of

the asymptotic value of the dilaton.

The scalars also gets a correction to second order in ε. This can be calculated

in a way similar to the above analysis. We will discuss this correction along with

higher order corrections, in one simple example, in the next subsection.
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Before proceeding let us calculate the mass of the black hole to second order

in ε. It is convenient to define a new coordinate,

y ≡ b(r) (2.51)

Expressing a2 in terms of y one can read off the mass from the coefficient of the

1/y term as y → ∞, as is discussed in more detail in section 2.9. This gives,

M = rH + ε2
∑

i

rHc
2
i1γi
2

(2.52)

where rH is the horizon radius given by (2.30). Since γi is positive, eq.(2.43), we

see that as ε increases, with fixed charge, the mass of the black hole increases.

The minimum mass black hole is the extremal RN black hole solution, eq.(2.29),

obtained by setting the asymptotic values of the scalars equal to their critical

values.

2.1.4.4 An Ansatz to All Orders

Going to higher orders in perturbation theory is in principle straightforward. For

concreteness we discuss the simple example, eq.(2.31), below. We show in this

example that the form of the metric and dilaton can be obtained to all orders

in perturbation theory analytically. We have not analysed the coefficients and

resulting convergence of the perturbation theory in great detail. In a subsequent

section we will numerically analyse this example and find that even the leading

order in perturbation theory approximates the exact answer quite well for a wide

range of charges. This discussion can be generalised to other more complicated

cases in a straightforward way, although we will not do so here.

Let us begin by noting that eq.(2.13) can be solved in general to give,

a2b2 = (r − rH)2 + d1r + d2 (2.53)

As in the discussion after eq(2.46) we set d1 = d2 = 0, since we are interested in

extremal black holes. This gives,

a2b2 = (r − rH)2, (2.54)
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2.1 Attractor in Four-Dimensional Asymptotically Flat Space

where rH is the horizon radius given by eq.(2.30). This can be used to determine

a in terms of b.

Next we expand b, φ and a2 in a power series in ε,

b = b0 +
∞∑

n=1

εnbn (2.55)

φ = φ0 +

∞∑

n=1

εnφn (2.56)

a2 = a2
0 +

∞∑

n=1

εnan (2.57)

where b0, a0 are given by eq.(2.29) and φ0 is given by eq.(2.33).

The ansatz which works to all orders is that the nth order terms in the above

two equations take the form,

φn(r) = cn

(
r − rH
r

)nγ
(2.58)

bn(r) = dnr

(
r − rH
r

)nγ
, (2.59)

and,

an = en

(
r − rH
r

)nγ+2

, (2.60)

where γ is given by eqs.(2.43) and in this case takes the value,

γ =
1

2

(√
1 − 2α1α2 − 1

)
. (2.61)

The discussion in the previous two subsections is in agreement with this ansatz.

We found b1 = 0, and from eq.(2.50) we see that b2 is of the form eq.(2.59).

Also, we found a1 = 0 and from eq.(2.48) a2 is of the form eq.(2.60). And from

eq.(2.42) we see that φ1 is of form eq.(2.58). We will now verify that this ansatz

consistently solves the equations of motion to all orders in ε. The important point

is that with the ansatz eq.(2.58, 2.59) each term in the equations of motion of

order εn has a functional dependence ( (r−rH)
r

)2γn. This allows the equations to be

solved consistently and the coefficients cn, dn to be determined.
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2.1 Attractor in Four-Dimensional Asymptotically Flat Space

Let us illustrate this by calculating c2. From eq.(2.14) and eq.(2.54) we see

that the equation of motion for φ can be written in the form,

2b(r)2∂r((r − rH)2∂rφ) = eαiφQ2
iαi (2.62)

To O(ε2) this gives,

(
r − rH
r

)2γ (
2c2(e

αiφ0Q2
iα

2
i − 4r2

Hγ(1 + 2γ)) + eαiφ0Q2
iα

3
i c

2
1

)
= 0 (2.63)

Notice that the term ( r−rH
r

)2γ has factored out. Solving eq.(2.63) for c2 we now

get,

c2 =
1

2
c21(α1 + α2)

(γ + 1)

(3γ + 1)
(2.64)

More generally, as discussed in section 2.9, working to the required order in ε

we can recursively find, cn, dn, en.

One more comment is worth making here. We see from eq.(2.50) that b2

blows up when when γ = 1/2. Similarly we can see from eq.(2.165) that bn blows

up when γ = 1
n

for bn. So for the values, γ = 1
n
, where n is an integer, our

perturbative solution does not work.

Let us summarise. We see in the simple example studied here that a solution to

all orders in perturbation theory can be found. b, φ and a2 are given by eq.(2.59),

eq.(2.58) and eq.(2.60) with coefficients that can be determined as discussed in

section 2.9. In the solution, a2 vanishes at rH so it is the horizon of the black

hole. Moreover a2 has a double-zero at rH , so the solution is an extremal black

hole with vanishing surface gravity. One can also see that bn goes linearly with r

as r → ∞ so the solution is asymptotically flat to all orders. It is also easy to see

that the solution is non-singular for r > rH . Finally, from eq.(2.58) we see that

φn = 0, for all n > 0, so all corrections to the dilaton vanish at the horizon. Thus

the attractor mechanism works to all orders in perturbation theory. Since all

corrections to b also vanish at the horizon we see that the entropy is uncorrected

in perturbation theory. This is in agreement with the general argument given

after eq.(2.28). Note that no additional conditions had to be imposed, beyond
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2.2 Numerical Results

eq.(2.24, 2.26), which were already appeared in the lower order discussion, to

ensure the attractor behaviour 1.

2.2 Numerical Results

There are two purposes behind the numerical work we describe in this section.

First, to check how well perturbation theory works. Second, to see if the attractor

behaviour persists, even when ε, eq.(2.39), is order unity or bigger so that the

deviations at asymptotic infinity from the attractor values are big. We will confine

ourselves here to the simple example introduced near eq.(2.31), which was also

discussed in the higher orders analysis in the previous subsection.

In the numerical analysis it is important to impose the boundary conditions

carefully. As was discussed above, the scalar has an unstable mode near the

horizon. Generic boundary conditions imposed at r → ∞ will therefore not be

numerically stable and will lead to a divergence. To avoid this problem we start

the numerical integration from a point ri near the horizon. We see from eq.(2.58,

2.59) that sufficiently close to the horizon the leading order perturbative correc-

tions 2 becomes a good approximation. We use these leading order corrections to

impose the boundary conditions near the horizon and then numerically integrate

the exact equations, eq.(2.13,2.14), to obtain the solution for larger values of the

radial coordinate.

The numerical integration is done using the Runge-Kutta method. We char-

acterise the nearness to the horizon by the parameter

δr =
ri − rH
ri

(2.67)

1In our discussion of exact solutions in section 4 we will be interested in the case, α1 = −α2.

From eq.(2.64, 2.165) we see that the expressions for c2 and d3 become,

c2 = 0 (2.65)

d3 = 0 (2.66)

It follows that in the perturbation series for φ and b only the c2n+1(odd) terms and d2n(even)

terms are non-vanishing respectively.
2We take the O(ε) correction in the dilaton, eq.(2.42), and the O(ε2) correction in b, a2,

eq.(2.48, 2.49). This consistently meets the constraint eq.(2.15) to O(ε2).
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2.2 Numerical Results

Plot of Φ comparing numerical and 1st order perturbation result HΑ1=-Α2=1.7L
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Figure 2.1: Comparison of numerical integration of φ with 1st order perturbation

result. The upper graph is a close up of the lower one near the horizon. The

perturbation result is denoted by a dashed line. We chose α1,−α2 = 1.7, Q1 = 3,

Q2 = 3, δr = 2.3 × 10−8 and c1 in the range [−1
2
, 1

2
]

. φ0 = 0.
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2.2 Numerical Results

Plot of Φ comparing numerical and 1st order perturbation result HΑ1=-Α2=3.1L
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Φ

Figure 2.2: Comparison of numerical integration of φ with 1st order perturbation

result. The upper graph is a close up of the lower one near the horizon. The

perturbation result is denoted by a dashed line. We chose α1,−α2 = 3.1, Q1 = 2,

Q2 = 3, δr = 2.9 × 10−8 and c1 is in the range [− 1
2
, 1

2
]

. φ0 = 0.13.
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2.3 Exact Solutions

where ri is the point at which we start the integration. c1 refers to the asymptotic

value for the scalar, eq.(2.42).

In figs. (2.1,2.2) we compare the numerical and 1st order correction. The

numerical and perturbation results are denoted by solid and dashed lines respec-

tively. We see good agreement even for large r. As expected, as we increase the

asymptotic value of φ, which was the small parameter in our perturbation series,

the agreement decreases.

Note also that the resulting solutions turn out to be singularity free and

asymptotically flat for a wide range of initial conditions. In this simple example

there is only one critical point, eq.(2.33). This however does not guarantee that

the attractor mechanism works. It could have been for example that as the

asymptotic value of the scalar becomes significantly different from the attractor

value no double-zero horizon black hole is allowed and instead one obtains a

singularity. We have found no evidence for this. Instead, at least for the range of

asymptotic values for the scalars we scanned in the numerical work, we find that

the attractor mechanism works with attractor value, eq.(2.33).

It will be interesting to analyse this more completely, extending this work to

cases where the effective potential is more complicated and several critical points

are allowed. This should lead to multiple basins of attraction as has already been

discussed in the supersymmetric context in e.g., [15, 16].

2.3 Exact Solutions

In certain cases the equation of motion can be solved exactly [17]. In this section,

we shall look at some solvable cases and confirm that the extremal solutions

display attractor behaviour. In particular, we shall work in 4 dimensions with

one scalar and two gauge fields, taking Veff to be given by eq.(2.32),

Veff = eα1φ(Q1)
2 + eα2φ(Q2)

2. (2.68)

We find that at the horizon the scalar field relaxes to the attractor value (2.33)

e(α1−α2)φ0 = −α2Q
2
2

α1Q
2
1

(2.69)
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2.3 Exact Solutions

which is the critical point of Veff and independent of the asymptotic value, φ∞.

Furthermore, the horizon area is also independent of φ∞ and, as predicted in

section 2.1.2, it is proportional to the effective potential evaluated at the attractor

point. It is given by

Area = 4πb2H = 4πVeff(φ0) (2.70)

= 4π♠(Q1)
2

−α2
α1−α2 (Q2)

2
α1

α1−α2 (2.71)

where

♠ =
(
−α2

α1

) α1
α1−α2 +

(
−α2

α1

) −α2
α1−α2 (2.72)

is a numerical factor. It is worth noting that when α1 = −α2, one just has

1
4
Area = 2π|Q1Q2| (2.73)

Interestingly, the solvable cases we know correspond to γ = 1, 2, 3 where γ

is given by (2.43). The known solutions for γ = 1, 2 are discussed in [17] and

references therein (although they fixed φ∞ = 0). We found a solution for γ = 3

and it appears as though one can find exact solutions as long as γ is a positive

integer. Details of how these solutions are obtained can be found in the references

and section 2.10.

For the cases we consider, the extremal solutions can be written in the follow-

ing form

e(α1−α2)φ =

(
−α2

α1

)(
Q2

Q1

)2(
f2

f1

)− 1
2
α1α2

(2.74)

b2 = ♠
(
(Q1f1)

−α2(Q2f2)
α1
) 2

α1−α2 (2.75)

a2 = ρ2/b2 (2.76)

where ρ = r − rH and the fi are polynomials in ρ to some fractional power. In

general the fi depend on φ∞ but they have the property

fi|Horizon = 1. (2.77)

Substituting (2.77) into (2.74,2.75), one sees that that at the horizon the scalar

field takes on the attractor value (2.69) and the horizon area is given by (2.71).
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Figure 2.3: Attractor behaviour for the case γ = 1; α1,−α2 = 2
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2.3 Exact Solutions

Notice that, when α = |αi|, (2.74,2.75) simplify to

eαφ =
|Q2|
|Q1|

(
f2

f1

) 1
4
α2

(2.78)

b2 = 2|Q1||Q2| (f1f2) (2.79)

2.3.1 Explicit Form of the fi

In this section we present the form of the functions fi mainly to show that,

although they depend on φ∞ in a non trivial way, they all satisfy (2.77) which

ensures that the attractor mechanism works. It is convenient to define

Q̄2
i = eαiφ∞Q2

i (no summation) (2.80)

which are the effective U(1) charges as seen by an asymptotic observer. For the

simplest case, γ = 1, we have

fi = 1 +
(
Q̄−1
i |αi|(4 + α2

i )
− 1

2

)
ρ (2.81)

Taking γ = 2 and α1 = −α2 = 2
√

3 one finds

fi =
(
1 + (Q̄1Q̄2)

− 2
3 (Q̄

2
3
1 + Q̄2

2
3 )

1
2 ρ+ 1

2
(Q̄iQ̄1Q̄2)

− 2
3 ρ2
) 1

2

(2.82)

Finally for γ = 3 and α1 = 4 , α2 = −6 we have

f1 =
(
1 − 6a2ρ + 12a2

2ρ
2 − 6a0ρ

3
) 1

3 (2.83)

f2 =
(
1 − 24

3
a2ρ+ 24a2ρ

2 − (48a3
2 − 12a0)ρ

3 +
(
48a4

2 − 24a0a2

)
ρ4
) 1

4 (2.84)

where a0 and a2 are non-trivial functions of Q̄i. Further details are discussed

in section 2.8 and section 2.10. The scalar field solutions for γ = 1 and 2 are

illustrated in figs. 2.3 and 2.4 respectively.

2.3.2 Supersymmetry and the Exact Solutions

As mentioned above, the first two cases (γ = 1, 2) have been extensively studied

in the literature.
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2.4 General Higher Dimensional Analysis

The SUSY of the extremal α1 = −α2 = 2 solution is discussed in [18]. They

show that it is supersymmetric in the context of N = 4 SUGRA. It saturates the

BPS bound and preserves 1
4

of the supersymmetry - ie. it has N = 1 SUSY. There

are BPS black-holes in this context which carry only one U(1) charge and preserve
1
2

of the supersymmetry. The non-extremal blackholes are of course non-BPS.

On the other hand, the extremal α1 = −α2 = 2
√

3 blackhole is non-BPS

[19]. It arises in the context of dimensionally reduced 5D Kaluza-Klein gravity

[20] and is embeddable in N = 2 SUGRA. There however are BPS black-holes in

this context which carry only one U(1) charge and once again preserve 1
2

of the

supersymmetry [21].

We have not investigated the supersymmetry of the γ = 3 solution, we expect

that it is not a BPS solution in a supersymmetric theory.

2.4 General Higher Dimensional Analysis

2.4.1 The Set-Up

It is straightforward to generalise our results above to higher dimensions. We

start with an action of the form,

S =
1

κ2

∫
ddx

√
−G(R − 2(∂φi)

2 − fab(φi)F
aF b) (2.85)

Here the field strengths, Fa are (d− 2) forms which are magnetic dual to 2-form

fields.

We will be interested in solution which preserve a SO(d − 2) rotation sym-

metry. Assuming all quantities to be function of r, and taking the charges to be

purely magnetic, the ansatz for the metric and gauge fields is 1

ds2 = −a(r)2dt2 + a(r)−2dr2 + b(r)2dΩ2
d−2 (2.86)

F a = Qa sind−3 θ sind−4 φ · · ·dθ ∧ dφ ∧ · · · (2.87)

1Black hole which carry both electric and magnetic charges do not have an SO(d − 2)

symmetry for general d and we only consider the magnetically charged case here. The analogue

of the two-form in 4 dimensions is the d/2 form in d dimensions. In this case one can turn on

both electric and magnetic charges consistent with SO(d/2) symmetry. We leave a discussion

of this case and the more general case of p-forms in d dimensions for the future.
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2.4 General Higher Dimensional Analysis

F̃ a = Qa sind−3 θ sind−4 φ · · ·dθ ∧ dφ ∧ · · · (2.88)

The equation of motion for the scalars is

∂r(a
2bd−2∂rφi) =

(d− 2)!∂iVeff
4bd−2

. (2.89)

Here Veff , the effective potential for the scalars, is given by

Veff = fab(φi)Q
aQb. (2.90)

From the (Rrr − Gtt

GrrRtt) component of the Einstein equation we get,

∑

i

(φ′
i)

2 = −(d− 2)b′′(r)

2b(r)
. (2.91)

The Rrr component gives the constraint,

−(d− 2){(d− 3) − ab′(2a′b + (d− 3)ab′)} = 2φ′2
i a

2b2 − (d−2)!

b2(d−3)Veff(φi) (2.92)

In the analysis below we will use eq.(2.89) to solve for the scalars and then

eq.(2.91) to solve for b. The constraint eq.(2.92) will be used in solving for a

along with one extra relation, Rtt = (d− 3)a
2

b2
Rθθ, as is explained in section 2.11.

These equations (aside from the constraint) can be derived from a one-dimensional

action

S = 1
κ2

∫
dr

(
(d− 3)(d− 2)bd−4(1 + a2b

′2) + (d− 2)bd−3(a2)
′
b
′

−2a2bd−2(∂rφ)2 − (d−2)!
bd−2 Veff

) (2.93)

As the analysis below shows if the potential has a critical point at φi = φi0

and all the eigenvalues of the second derivative matrix ∂ijV (φi0) are positive then

the attractor mechanism works in higher dimensions as well.

2.4.2 Zeroth and First Order Analysis

Our starting point is the case where the scalars take asymptotic values equal to

their critical value, φi = φi0. In this case it is consistent to set the scalars to be
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2.4 General Higher Dimensional Analysis

a constant, independent of r. The extremal Reissner Nordstrom black hole in d

dimensions is then a solution of the resulting equations. This takes the form,

a0(r) =

(
1 − rd−3

H

rd−3

)
b0(r) = r (2.94)

where rH is the horizon radius. From the eq.(2.92) evaluated at rH we obtain the

relation,

r
2(d−3)
H = (d− 4)!Veff(φi0) (2.95)

Thus the area of the horizon and the entropy of the black hole are determined by

the value of Veff (φi0), as in the four-dimensional case.

Now, let us set up the first order perturbation in the scalar fields,

φi = φi0 + εφi1 (2.96)

The first order correction satisfies,

∂r(a
2
0b
d−2
0 ∂rφi1) =

β2
i

bd−2
φi1 (2.97)

where, β2
i is the eigenvalue of the second derivative matrix (d−2)!

4
∂ijVeff(φi0) cor-

responding to the mode φi. This equation has two solutions. If β2
i > 0 one of

these solutions blows up while the other is well defined and goes to zero at the

horizon. This second solution is the one we will be interested in. It is given by,

φi1 = ci1(1 − rd−3
H /rd−3)γi (2.98)

where γ is given by

γi =
1

2

(
−1 +

√
1 + 4β2

i r
6−2d
H /(d− 3)2

)
(2.99)

2.4.2.1 Second order calculations (Effects of backreaction)

The first order perturbation in the scalars gives rise to a second order correction

for the metric components, a, b. We write,

b(r) = b0(r) + ε2b2(r) (2.100)

a(r)2 = a0(r)
2 + ε2a2(r) (2.101)

b(r)2 = b0(r)
2 + 2ε2b2(r)b0(r) (2.102)
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2.4 General Higher Dimensional Analysis

where a0, b0 are given in eq.(2.94).

From (2.91) one can solve for the second order perturbation b2(r). For sim-

plicity we consider the case of a single scalar field, φ. The solution is given by

double-integration form,

∂2
r b2(r) = − 2

(d− 2)
r(∂rφ1)

2 = −c′1
1

r2d−5
(
rd−3 − rd−3

H

rd−3
)2γ−2

⇒ b2(r) = d1r + d2 −
c′1r

2(d− 3)(d− 4)γ(2γ − 1)r2d
H

×
(
−(d− 4)F

[
1

3−d , 1 − 2γ, d−4
d−3

; ( rH
r

)d−3
]

+(2γ − 1)
(
rH
r

)d−3
F
[
d−4
d−3

, 1 − 2γ, 2d−7
d−3

; ( rH
r

)d−3
])
, (2.103)

where c′1 ≡ 2(d−3)2c21γ
2rdH/(d−2), a positive definite constant, and F is Gauss’s

Hypergeometric function. More generally, for several scalar fields, b2 is obtained

by summing over the contributions from each scalar field. The integration con-

stants d1, d2, in eq.(2.103), can be fixed by coordinate transformations and requir-

ing a double-zero horizon solution. We will choose coordinate so that the horizon

is at r = rH , then as we will see shortly the extremality condition requires both

d1, d2 to vanish. As r → rH we have from eq.(2.103) that

b2(r) ∝ −
(
rd−3 − rd−3

H

rd−3

)2γ

(2.104)

Since γ > 0, we see that b2 vanishes at the horizon and thus the area and the

entropy are uncorrected to second order. At large r, b2(r) ∝ O(r)+O(1)+O(r7−2d)

so asymptotic behaviour is consistent with asymptotic flatness of the solution.

The analysis for a2 is discussed in more detail in section 2.11. In the vicin-

ity of the horizon one finds that there is one non-singular solution which goes

like, a2(r) → C(r − rH)(2γ+2). This solution smoothly extends to r → ∞ and

asymptotically, as r → ∞, goes to a constant which is consistent with asymptotic

flatness.

Thus we see that the backreaction of the metric is finite and well behaved. A

double-zero horizon black hole continues to exist to second order in perturbation

theory. It is asymptotically flat. The scalars in this solution at the horizon take

their attractor values irrespective of their values at infinity..
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2.5 Attractor in AdS4

Finally, the analysis in principle can be extended to higher orders. Unlike four

dimensions though an explicit solution for the higher order perturbations is not

possible and we will not present such an higher order analysis here.

We end with Fig 5. which illustrates the attractor behaviour in asymptotically

flat 4 + 1 dimensional space. This figure has been obtained for the example,

eq.(2.31, 2.32). The parameter δr is defined in eq.(2.67).
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Φ Numerical plot of ΦHrL in 4+1 dimensions
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���������������!!!!
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Q2 =
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2 Φ0 =0.346574 ∆r=7.07107 ´ 10-6

Figure 2.5: Numerical plot of φ(r) with α1 = −α2 = 2 for the an extremal black

hole in 4 + 1 dimensions displaying attractor behaviour.

2.5 Attractor in AdS4

Next we turn to the case of Anti-de Sitter space in four dimensions. Our analysis

will be completely analogous to the discussion above for the four and higher

dimensional case and so we can afford to be somewhat brief below.

The action in 4-dim. has the form

S =
1

κ2

∫
d4x

√
−G(R− 2Λ − 2(∂φi)

2 − fab(φi)F
aF b − 1

2
f̃ab(φi)ε

µνρσF a
µνF

b
ρσ)

(2.105)
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2.5 Attractor in AdS4

where Λ = −3/L2 is the cosmological constant. For simplicity we will discuss

the case with only one scalar field here. The generalisation to many scalars

is immediate and along the lines of the discussion for asymptotically flat four-

dimensional case. Also we take the coefficient of the scalar kinetic energy term

to be field independent.

For spherically symmetric solutions the metric takes the form, eq.(2.8). The

field strengths are given by eq.(2.20). This gives rise to a one dimensional action

S =
1

κ2

∫
dr

(
2 − (a2b2)

′′ − 2a2bb
′′ − 2a2b2(∂rφ)2 − 2

Veff
b2

+
3b2

L2

)
, (2.106)

where Veff is given by eq.(2.21). The equations of motion, which can be derived

either from eq.(2.106) or directly from the action, eq.(2.105) are now given by,

∂r(a
2b2∂rφ) =

∂φVeff (φ)

2b2
(2.107)

b
′′

b
= −(∂rφ)2, (2.108)

which are unchanged from the flat four-dimensional case, and,

(a2(r)b2(r))
′′

= 2(1 − 2Λb2), (2.109)

− 1 + a2b
′2 +

a2′b2
′

2
=

−1

b2
(Veff (φ)) + a2b2(∂rφ)2 +

3b2

L2
, (2.110)

where the last equation is the first order constraint.

2.5.1 Zeroth and First Order Analysis for V

The zeroth order solution is obtained by taking the asymptotic values of the

scalar field to be its critical values, φ0 such that ∂iVeff(φ0) = 0.

The resulting metric is now the extremal Reissner Nordstrom black hole in

AdS space, [22], given by,

a0(r)
2 =

(r − rH)2(L2 + 3r2
H + 2rHr + r2)

L2r2
(2.111)

b0(r) = r (2.112)
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2.5 Attractor in AdS4

The horizon radius rH is given by evaluating the constraint eq.(2.110) at the

horizon,

(L2r2
H + 2r4

H)

L2
= Veff(φ0).

(2.113)

The first order perturbation for the scalar satisfies the equation,

∂r(a
2
0b

2
0∂rφ1) =

β2

b2
φ1 (2.114)

where,

β2 =
1

2
∂2
φVeff(φ0). (2.115)

This is difficult to solve explicitly.

In the vicinity of the horizon the two solutions are given by

φ1 = C±(r − rH)t± (2.116)

If V ′′
eff(φ0) > 0 one of the two solutions vanishes at the horizon. We are interested

in this solution. It corresponds to the choice,

φ1 = C(r − rH)γ , (2.117)

where,

γ =

√
1 + 4β2

δr2
H

− 1

2
, (2.118)

and, δ =
(L2+6r2H)

L2 . As discussed in the section 2.12 this solution behaves at r → ∞
as φ1 → C1 + C2/r

3. Also, all other values of r, besides the horizon and ∞, are

ordinary points of the second order equation eq.(2.114). All this establishes that

there is one well-behaved solution for the first order scalar perturbation. In the

vicinity of the horizon it takes the form eq.(2.116) with eq.(2.118), and vanishes

at the horizon. It is non-singular everywhere between the horizon and infinity

and it goes to a constant asymptotically at r → ∞.

We consider metric corrections next. These arise at second order. We define

the second order perturbations as in eq.(2.45). The equation for b2 from the

second order terms in eq.(2.108) takes the form,

b′′2 = −r(φ′
1(r))

2, (2.119)
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2.5 Attractor in AdS4

and can be solved to give,

b2(r) = −
∫

rH

∫

rH

[r(φ′
1(r))

2] (2.120)

We fix the integration constants by taking take the lower limit of both integrals

to be the horizon. We will see that this choice gives rise to an double-zero horizon

solution. Since φ1 is well behaved for all rH ≤ r ≤ ∞ the integrand above is well

behaved as well. Using eq.(2.116) we find that in the near horizon region

b2 ∼ (r − rH)(2γ) (2.121)

At r → ∞ using the fact that φ1 → C1 + C2/r
3 we find

b2 ∼ D1r +D2 +D3/r
6. (2.122)

This is consistent with an asymptotically AdS solution.

Finally we turn to a2. As we show in section 2.12 a solution can be found for

a2 with the following properties. In the vicinity of the horizon it goes like,

a2 ∝ (r − rH)(2γ+2), (2.123)

and vanishes faster than a double-zero. As r → ∞, a2 → d1r and grows more

slowly than a2
0. And for rH < r <∞ it is well-behaved and non-singular.

This establishes that after including the backreaction of the metric we have

a non-singular, double-zero horizon black hole which is asymptotically AdS. The

scalar takes a fixed value at the horizon of the black hole and the entropy of the

black hole is unchanged as the asymptotic value of the scalar is varied.

Let us end with two remarks. In the AdS case one can hope that there is a

dual description for the attractor phenomenon. Since the asymptotic value of the

scalar is changing we are turning on a operator in the dual theory with a varying

value for the coupling constant. The fact that the entropy, for fixed charge, does

not change means that the number of ground states in the resulting family of dual

theories is the same. This would be worth understanding in the dual description

better. Finally, we expect this analysis to generalise in a straightforward manner

to the AdS space in higher dimensions as well.

Fig. 6 illustrates the attractor mechanism in asymptotically AdS4 space. This

Figure is for the example, eq.(2.31, 2.32). The cosmological constant is taken to

be, Λ = −2.91723, in κ = 1 units.
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Figure 2.6: Numerical plot of φ(r) with α1 = −α2 = 2 for the an extremal black

hole in AdS4 displaying attractor behaviour.

2.6 Additional Comments

The theories we considered in the discussion of asymptotically flat space-times

and AdS spacetimes have no potential for the scalars. We comment on this further

here.

Let us consider a theory with N = 1 supersymmetry containing chiral super-

fields whose lowest component scalars are,

Si = φi + iai (2.124)

We take these scalars to be uncharged under the gauge symmetries. These can

be coupled to the superfields W a
α by a coupling

Lgaugekinetic =

∫
d2θfab(Si)W

a
αW

b
α (2.125)

Such a coupling reproduces the gauge kinetic energy terms in and eq.(2.105),

eq.(2.106), (we now include both φi, ai in the set of scalar fields which we denoted

by φi in the previous sections).
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2.6 Additional Comments

An additional potential for the scalars would arise due to F-term contributions

from a superpotential. If the superpotential is absent we get the required feature

of no potential for these scalar. Setting the superpotential to be zero is at least

technically natural due to its non-renormalisability.

In a theory with no supersymmetry there is no natural way to suppress a

potential for the scalars and it would arise due to quantum effects even if it is

absent at tree-level. In this case we have no good argument for not including a

potential for the scalar and our analysis is more in the nature of a mathematical

investigation.

The absence of a potential is important also for avoiding no-hair theorems

which often forbid any scalar fields from being excited in black hole backgrounds

[? ]. In the presence of a mass m in asymptotically flat four dimensional space

the two solutions for first order perturbation at asymptotic infinity go like,

φ ∼ C1e
mr/r, φ ∼ C2e

−mr/r. (2.126)

We see that one of the solutions blows up as r → ∞. Since one solution to the

equation of motion also blows up in the vicinity of the horizon, as discussed in

section 2, there will generically be no non-singular solution in first order perturba-

tion theory. This argument is a simple-minded way of understanding the absence

of scalar hair for extremal black holes under discussion here. In the absence of

mass terms, as was discussed in section 2, the two solutions at asymptotic infinity

go like φ ∼ const and φ ∼ 1/r respectively and are both acceptable. This is why

one can turn on scalar hair. The possibility of scalar hair for a massless scalar

is of course well known. See [23], [17], for some early examples of solutions with

scalar hair, [24, 25, 26, 27], for theorems on uniqueness in the presence of such

hair, and [28] for a discussion of resulting thermodynamics.

In asymptotic AdS space the analysis is different. Now the (mass)2 for scalars

can be negative as long as it is bigger than the BF bound. In this case both solu-

tions at asymptotic infinity decay and are acceptable. Thus, as for the massless

case, it should be possible to turn on scalar fields even in the presence of these

mass terms and study the resulting black holes solutions. Unfortunately, the re-

sulting equations are quite intractable. For small (mass)2 we expect the attractor

mechanism to continue to work.
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2.7 Asymptotic de Sitter Space

If the (mass)2 is positive one of the solutions in the asymptotic region blows

up and the situation is analogous to the case of a massive scalar in flat space

discussed above. In this case one could work with AdS space which is cut off at

large r (in the infrared) and study the attractor phenomenon. Alternatively, after

incorporating back reaction, one might get a non-singular geometry which departs

from AdS in the IR and then analyse black holes in this resulting geometry. In

the dual field theory a positive (mass)2 corresponds to an irrelevant operator.

The growing mode in the bulk is the non-normalisable one and corresponds to

turning on a operator in the dual theory which grows in the UV. Cutting off

AdS space means working with a cut-off effective theory. Incorporating the back-

reaction means finding a UV completion of the cut-off theory. And the attractor

mechanism means that the number of ground states at fixed charge is the same

regardless of the value of the coupling constant for this operator.

2.7 Asymptotic de Sitter Space

In de Sitter space the simplest way to obtain a double-zero horizon is to take

a Schwarzschild black hole and adjust the mass so that the de Sitter horizon

and the Schwarzschild horizon coincide. The resulting black hole is the extreme

Schwarzschild-de Sitter spacetime [29]. We will analyse the attractor behaviour

of this black hole below. The analysis simplifies in 5-dimensions and we will

consider that case, a similar analysis can be carried out in other dimensions as

well. Since no charges are needed we set all the gauge fields to zero and work

only with a theory of gravity and scalars. Of course by turning on gauge charges

one can get other double-zero horizon black holes in dS, their analysis is left for

the future.

We start with the action of the form,

S =
1

κ2

∫
d5x

√
−G(R − 2(∂φ)2 − V (φ)) (2.127)

Notice that the action now includes a potential for the scalar, V (φ), it will play

the role of Veff in our discussion of asymptotic flat space and AdS space. The

required conditions for an attractor in the dS case will be stated in terms of V . A
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2.7 Asymptotic de Sitter Space

concrete example of a potential meeting the required conditions will be given at

the end of the section. For simplicity we have taken only one scalar, the analysis

is easily extended for additional scalars.

The first condition on V is that it has a critical point, V ′(φ0) = 0. We will

also require that V (φ0) > 0. Now if the asymptotic value of the scalar is equal to

its critical value, φ0, we can consistently set it to this value for all times t. The

resulting equations have a extremal black hole solution mentioned above. This

takes the form

ds2 = − t2

(t2/L− L/2)2
dt2 +

(t2/L− L/2)2

t2
dr2 + t2dΩ2

3 (2.128)

Notice that it is explicitly time dependent. L is a length related to V (φ0) by ,

V (φ0) = 20
L2 . And t = ± L√

2
is the location of the double-zero horizon. A suitable

near-horizon limit of this geometry is called the Nariai solution, [30].

2.7.1 Perturbation Theory

Starting from this solution we vary the asymptotic value of the scalar. We take

the boundary at t → −∞ as the initial data slice and investigate what happens

when the scalar takes a value different from φ0 as t → −∞. Our discussion

will involve part of the space-time, covered by the coordinates in eq.(2.128), with

−∞ ≤ t ≤ tH = − L√
2
. We carry out the analysis in perturbation theory below.

Define the first order perturbation for the scalar by,

φ = φ0 + εφ1

This satisfies the equation,

∂t(a
2
0b

3
0∂tφ1) =

b3

4
V ′′(φ0)φ1 (2.129)

where a0 = (t2/L−L/2)
t

, b0 = t. This equation is difficult to solve in general.

In the vicinity of the horizon t = tH , we have two solutions which go like,

φ1 = C±(t− tH)
−1+

√
1+κ2

2 (2.130)

where

κ2 = −1

4
V ′′(φ0) (2.131)
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2.7 Asymptotic de Sitter Space

We see that one of the two solutions in eq.(2.130) is non-divergent and in fact

vanishes at the horizon if

V ′′(φ0) < 0. (2.132)

We will henceforth assume that the potential meets this condition. Notice this

condition has a sign opposite to what was obtained for the asymptotically flat or

AdS cases. This reversal of sign is due to the exchange of space and time in the

dS case.

In the vicinity of t→ −∞ there are two solutions to eq.(2.129) which go like,

φ1 = C̃±|t|p± (2.133)

where

p± = 2(−1 ±
√

1 + κ2/4). (2.134)

If the potential meets the condition, eq.(2.132) then κ2 > 0 and we see that one

of the modes blows up at t→ −∞.

2.7.2 Some Speculative Remarks

In view of the diverging mode at large |t| one needs to work with a cutoff version

of dS space 1. With such a cutoff at large negative t we see that there is a

one parameter family of solutions in which the scalar takes a fixed value at the

horizon. The one parameter family is obtained by starting with the appropriate

linear combination of the two solutions at t → −∞ which match to the well

behaved solution in the vicinity of the horizon. While we will not discuss the

metric perturbations and scalar perturbations at second order these too have a

non-singular solution which preserves the double-zero nature of the horizon. The

metric perturbations also grow at the boundary in response to the growing scalar

mode and again the cut-off is necessary to regulate this growth. This suggests

that in the cut-off version of dS space one has an attractor phenomenon. Whether

such a cut-off makes physical sense and can be implemented appropriately are

question we will not explore further here.

1This is related to some comments made in the previous section in the positive (mass)2

case in AdS space.
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2.8 Non-Extremal = Unattractive

One intriguing possibility is that quantum effects implement such a cut-off and

cure the infra-red divergence. The condition on the potential eq.(2.132) means

that the scalar has a negative (mass)2 and is tachyonic. In dS space we know

that a tachyonic scalar can have its behaviour drastically altered due to quantum

effects if it has a (mass)2 < H2 where H is the Hubble scale of dS space. This

can certainly be arranged consistent with the other conditions on the potential

as we will see below. In this case the tachyon can be prevented from “falling

down” at large |t| due to quantum effects and the infrared divergences can be

arrested by the finite temperature fluctuations of dS space. It is unclear though

if any version of of the attractor phenomenon survives once these quantum effects

became important.

We end by discussing one example of a potential which meets the various

conditions imposed above. Consider a potential for the scalar,

V = Λ1e
α1φ + Λ2e

α2φ. (2.135)

We require that it has a critical point at φ = φ0 and that the value of the potential

at the critical point is positive. The critical point for the potential eq.(2.135) is

at,

eφ0 = −
(
α2Λ2

α1Λ1

) 1
α1−α2

(2.136)

Requiring that V (φ0) > 0 tells us that

V (φ0) = Λ2e
α2φ0

(
1 − α2

α1

)
> 0 (2.137)

Finally we need that V ′′(φ0) < 0 this leads to the condition,

V ′′(φ0) = Λ2e
α2φ0α2(α2 − α1) < 0 (2.138)

These conditions can all be met by taking both α1, α2 > 0, α2 < α1, Λ2 > 0 and

Λ1 < 0. In addition if α2α1 � 1 the resulting −(mass)2 � H2.

2.8 Non-Extremal = Unattractive

We end this chapter by examining the case of an non-extremal black hole which

has a single-zero horizon. As we will see there is no attractor mechanism in this
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2.8 Non-Extremal = Unattractive

case. Thus the existence of a double-zero horizon is crucial for the attractor

mechanism to work.

Our starting point is the four dimensional theory considered in section 2 with

action eq.(2.17). For simplicity we consider only one scalar field. We again start

by consistently setting this scalar equal to its critical value, φ0, for all values of r,

but now do not consider the extremal Reissner Nordstrom black hole. Instead we

consider the non-extremal black hole which also solves the resulting equations.

This is given by a metric of the form, eq.(2.8), with

a2(r) =
(
1 − r+

r

)(
1 − r−

r

)
, b(r) = r (2.139)

where r± are not equal. We take r+ > r− so that r+ is the outer horizon which

will be of interest to us.

The first order perturbation of the scalar field satisfies the equation,

∂r(a
2b2∂rφi) =

V ′′
eff (φ0)

4b2
φ1 (2.140)

In the vicinity of the horizon r = r+ this takes the form,

∂y(y∂yφ1) = αφ1 (2.141)

where α is a constant dependent on V ′′(φ0), r+, r−, and y ≡ r − r+.

This equation has one non-singular solution which goes like,

φ1 = C0 + C1y + · · · (2.142)

where the ellipses indicate higher terms in the power series expansion of φ1 around

y = 0. The coefficients C1, C2, · · · are all determined in terms of C0 which can

take any value. Thus we see that unlike the case of the double-horizon extremal

black hole, here the solution which is well-behaved in the vicinity of the horizon

does not vanish.

Asymptotically, as r → ∞ both solutions to eq.(2.140) are well defined and

go like 1/r, constant respectively. It is then straightforward to see that one can

choose an appropriate linear combination of the two solutions at infinity and

match to the solution, eq.(2.142) in the vicinity of the horizon. The important

difference here is that the value of the constant C0 in eq.(2.142) depends on the
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2.8 Non-Extremal = Unattractive

asymptotic values of the scalar at infinity and therefore the value of φ does not

go to a fixed value at the horizon. The metric perturbations sourced by the scalar

perturbation can also be analysed and are non-singular. In summary, we find a

family of non-singular black hole solutions for which the scalar field takes varying

values at infinity. The crucial difference is that here the scalar takes a value at

the horizon which depends on its value at asymptotic infinity. The entropy and

mass for these solutions also depends on the asymptotic value of the scalar 1.

It is also worth examining this issue in a non-extremal black holes for an

exactly solvable case.

If we consider the case |αi| = 2, section 2.3, the non-extremal solution takes

on a relatively simple form. It can be written[18]

exp(2φ) = e2φ∞
(r + Σ)

(r − Σ)

a2 =
(r − r+)(r − r−)

(r2 − Σ2)
(2.143)

b2 = (r2 − Σ2)

where2

r± = M ± r0 r0 =
√
M2 + Σ2 − Q̄2

2 − Q̄2
1. (2.144)

and the Hamiltonian constraint becomes

Σ2 +M2 − Q̄2
1 − Q̄2

2 =
1

4
(r+ − r−)2. (2.145)

The scalar charge, Σ, defined by φ ∼ φ∞ + Σ
r
, is not an independent parameter.

It is given by

Σ =
Q̄2

2 − Q̄2
1

2M
. (2.146)

There are horizons at r = r±, the curvature singularity occurs at r = Σ and

r0 characterises the deviation from extremality. We see that the non-extremal

solution does not display attractor behaviour.

Fig. 2.7 shows the behaviour of the scalar field 3 as we vary φ∞ keeping M

1An intuitive argument was given in the introduction in support of the attractor mechanism.

Namely, that the degeneracy of states cannot vary continuously. This argument only applies

to the ground states. A non-extremal black hole corresponds to excited states. Changing the

asymptotic values of the scalars also changes the total mass and hence the entropy in this case.
2The radial coordinate r in eq.(2.143) is related to our previous one by a constant shift.
3for α1 = −α2 = 2
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and Qi fixed. The location of the horizon as a function of r depends on φ∞,

eq.(2.144). The horizon as a function of φ∞ is denoted by the dotted line. The

plot is terminated at the horizon.

In contrast, for the extremal black hole,

M =
|Q̄2| + |Q̄1|√

2
Σ =

|Q̄2| − |Q̄1|√
2

, (2.147)

so (2.143) gives

e2φ0 = e2φ∞
M + Σ

M − Σ
=

|Q2|
|Q1|

, (2.148)

which is indeed the attractor value.

1 2 3 4 5 6

r
���������
M

-1

-0.5

0.5

1

Φ ΦHrL for various values of Φ¥ Hnon-extremal, M and Qi kept fixed, ÈΑi È=2L

Figure 2.7: Plot φ(r) with α1 = −α2 = 2 for the non-extremal black hole with

M,Qi held fixed while varying φ∞. The dotted line denotes the outer horizon at

which we terminate the plot. It is clearly unattractive.
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2.9 Perturbation Analysis

2.9 Perturbation Analysis

2.9.1 Mass

Here, we first calculate the mass of the extremal black hole discussed in section

2.2. From eq.(2.50), for large r, b2 is given by,

b2 = cr + d (2.149)

where

c = − c21γ

2(2γ − 1)
(2.150)

d =
rHc

2
1γ

2

(2γ − 1)
(2.151)

Now, we can easily write down the expression for a2 using eq.(2.48). We choose

coordinate y as introduced in eq.(2.51) such that at large r,

r2 + 2ε2(cr2 + dr) = y2 (2.152)

1

r
=

1

y
(1 + ε2(c +

d

y
)) (2.153)

We use the extremality condition (2.54) to find,

a(r) =

(
r − rH
y

)
(2.154)

Using, eq.(2.149, 2.154) one finds that asymptotically, as r → ∞ the metric

takes the form,

ds2 = −
(

1 − 2(rH + ε2(crH + d))

y

)
dt̃2 +

1

(1 − 2(rH+ε2(crH+d))
y

)
dy2 + y2dΩ2

(2.155)

where t̃ is obtained by rescaling t and dΩ2 denotes the metric of S2. The mass

M of the black hole is then given by the 1/y term in the gyy component of the

metric. This gives,

M = rH + ε2
rHc

2
1γ

2
. (2.156)
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2.9.2 Perturbation Series to All Orders

Next we go on to discuss the perturbation series to all orders, Using (2.55) for b

and (2.56) for φ in eq.(2.14)and eq.(2.62), we get,

b′′k = −
k∑

i=0

k−i∑

j=0

biφ
′
jφ

′
k−i−j (2.157)

∑

i+j6k

2bjbk−i−j((r − rH)2φ′
i)
′ = Q2

i e
αiφ0αiVik (2.158)

where

Vik =
∑

{n1,n2...nk}

φn1
1 φ

n2
2 . . . φnk

k

n1!n2! . . . nk!
αn1+n2+...+nk

i . (2.159)

(2.160)

After substituting our ansatz (2.58)and (2.59), the above equations give,

k(kγ − 1)dk = −γ
∑

i+j<k

j(k − i− j)dicjck−i−j (2.161)

and

k(kγ + 1)ck + Tk = (γ + 1)(ck + Sk) (2.162)

where Sk and Tk are given by

Sk =
∑

{n1,n2...nk−1}

cn1
1 c

n2
2 . . . c

nk−1

k−1

n1!n2! . . . nk−1!

(
α

P

nl−1
1 + α

P

nl−1
2

)
(2.163)

and

Tk =
∑

j+l6k

l<k

l(lγ + 1)djdk−l−jcl. (2.164)

Then solving for dk and ck gives

dk = − γ

k(kγ − 1)

∑

i+j<k

j(k − i− j)diejek−i−j (2.165)

ck =
(γ + 1)Sk − Tk

((k + 1)γ + 1)(k − 1)
(2.166)

Finally, ek can be obtained using eq.(2.54), eq.(2.59). It can be verified that the

ansatz, eq.(2.58, 2.59, 2.60) with the coefficients eq.(2.165, 2.166) also solves the

constraint eq.(2.15).
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2.10 Exact Analysis

Exact solutions can be found by writing the equations of motion as generalised

Toda equations [31], which may, in certain special cases, be solved exactly [17] -

we rederive this result in slightly different notation below. As noted in [32], in a

marginally different context, the extremal solutions, are, in appropriate variables,

polynomial solutions of the Toda equations. The polynomial solutions are much

easier to find and are related to the functions fi mentioned in section 2.3. For

ease of comparison we occasionally use notation similar to [32].

2.10.1 New Variables

To recast the equations of motion into a generalised Toda equation we define the

following new variables

u1 = φ u2 = log a z = log ab · = ∂τ = a2b2∂r (2.167)

In terms of r, τ is given by

τ =

∫
dr

a2b2
=

1

(r+ − r−)
log

(
r − r+
r − r−

)
(2.168)

where r± are the integration constants of (2.13). In general (2.13) implies

a2b2 = (r − r+)(r − r−). (2.169)

Notice that

τ → 0 as r → ∞ (2.170)

τ → −∞ as r → r+ (2.171)

When we have a double-zero horizon, rH = r±, τ takes the simple form

τ−1 = −(r − rH). (2.172)

Since we are mainly interested in solutions with double-zero horizons, in what

follows it will be convenient to work with a new radial coordinate, ρ, defined by

ρ = −τ−1. (2.173)

which has the convenient property that ρH = 0.
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2.10 Exact Analysis

2.10.2 Equivalent Toda System

In terms of these new variables the equations of motion become

ü1 = 1
2
α1e

2u2+α1u1Q2
1 + 1

2
α2e

2u2+α2u1Q2
2 (2.174)

ü2 = e2u2+α1u1Q2
1 + e2u2+α2u1Q2

2 (2.175)

z̈ = e2z (2.176)

u̇1
2 + u̇2

2 − ż2 + e2z − e2u2+α1u1Q2
1 − e2u2+α2u1Q2

2 = 0 (2.177)

(2.176) decouples from the other equations and is equivalent to (2.13). Finally

making the coordinate change

Xi = n−1
ij uj +m−1

ij log
(
(α1 − α2)Q

2
j

)
(2.178)

where

n−1 =

(
2 −α2

−2 α1

)
(2.179)

and

mij =
1

2 (α1 − α2)
(4 + αiαj) (2.180)

we obtain the generalised 2 body Toda equation

Ẍi = emijXj , (2.181)

together with ∑

ij

(
1
2
ẊimijẊj − emijXj

)
= (α1 − α2)E (2.182)

where E = 1
4
(r+ − r−)2. After solving the above, the original fields will be given

by

e(α1−α2)φ =
Q2

2

Q2
1

e
1
2
(α1X1+α2X2) (2.183)

a2 = e
2

α1−α2
(X1+X2)/♦ (2.184)

b2 = (r − r+)(r − r−)/a2 (2.185)

where

♦ = (α1 − α2)Q
2

−α2
α1−α2

1 Q
2

α1
α1−α2

2 (2.186)
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2.10 Exact Analysis

2.10.3 Solutions

2.10.3.1 Case I: γ = 1 ⇔ α1α2 = −4

In this case, mij is diagonal

m = diag(α1/2,−α2/2), (2.187)

so the equations of motion decouple:

Ẍi = e
|αi|

2
Xi . (2.188)

(2.188) has solutions

Xi =
2

|αi|
log

(
4c2i

|αi| sinh2(ci(τ − di))

)
(2.189)

The integration constants are fixed by imposing asymptotic boundary conditions

and requiring that the solution is finite at the horizon. Letting

Fi = sinh(ci (τ − di)) (2.190)

in terms of φ and a we get

e(α1−α2)φ =
Q2

2

Q2
1

e
1
2
(α1X1+α2X2)

=

(
−α2

α1

)(
Q2F2c1
Q1F1c2

)2

a2 = e
2

α1−α2
(X1+X2)

/
♦

=

(
c1

Q1F1

)2
−α2

α1−α2

(
c2

Q2F2

)2 α
α−α̃

/
♠

(2.191)

As r → r+(ie. τ → −∞) the scalar field goes like

e(α1−α2)φ ∼ e2(c1−c2)τ (2.192)

so we require

c := c1 = c2 (2.193)

for a finite solution at the horizon. Also at the horizon

b2 ∼ (r − r+)/a2 ∼ e((r+−r−)−2c)τ (2.194)
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2.10 Exact Analysis

which necessitates

(r+ − r−) = 2c (2.195)

To find the extremal solutions we take the limit c→ 0 which gives

e(α1−α2)φ =

(
−α2

α1

)
(Q2f2)

2

(Q1f1)
2 (2.196)

b2 = ♠ (Q1f1)
−2α2

α1−α2 (Q2p2)
2α1

α1−α2 (2.197)

a2 = ρ2/b2 (2.198)

where

fi = 1 + diρ. (2.199)

Requiring φ→ φ∞ and a→ 1 as r → ∞ fixes

di = Q̄i
−1

√
|αi|

α1 − α2
(2.200)

where as before

Q̄2
i = eαiφ∞Q2

i (no summation). (2.201)

For comparison with the non-extremal solution in this case see section 2.8.

2.10.3.2 Case II: γ = 2 and α1 = −α2 = 2
√

3

In this case, mij becomes

m =

( 2√
3

− 1√
3

− 1√
3

2√
3

)
. (2.202)

It is convenient to use the coordinates

qi =
1√
3
Xi −

√
3 log

√
3 (2.203)

so the equations of motion are the two particle Toda equations

q̈1 = e2q1−q2 (2.204)

q̈2 = e2q2−q1 . (2.205)

These maybe integrated exactly but the explicit form is, in general, a little com-

plicated. Fortunately we are mainly interested in extremal solutions which have
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2.10 Exact Analysis

a simpler form [32]. As in, [32], taking the ansatz that e−qi is a second order

polynomial one finds

e−q1 = a0 + a1τ +
1

2
τ 2 (2.206)

e−q2 = a2
1 − a0 + a1τ +

1

2
τ 2 (2.207)

Finally, returning to the original variables and imposing the asymptotic boundary

conditions gives the solution

e4
√

3φ =

(
Q2

Q1

)2(
f2

f1

)6

(2.208)

b2 = 2Q1Q2f1f2 (2.209)

a2 = ρ2/b2 (2.210)

where

fi =
(
1 + (Q̄1Q̄2)

− 2
3 (Q̄

2
3
1 + Q̄2

2
3 )

1
2 ρ+ 1

2
(Q̄iQ̄1Q̄2)

− 2
3 ρ2
) 1

2

(2.211)

as quoted in section 2.3.

For completeness we note that the general, non-extremal solution of [20, 23],

modified for a non-zero asymptotic value of φ, is

exp(4φ/
√

3) = e4φ∞/
√

3 p2

p1
(2.212)

a2 =
(r − r+)(r − r−)√

p1p2
(2.213)

b2 =
√
p1p2 (2.214)

where

pi = (r − ri+)(r − ri−) (2.215)

ri± =
2

(−αi)
Σ ± Q̄i

√
4Σ

2Σ + αiM
(2.216)

and scalar charge, Σ, which is again not an independent parameter, is given by

1√
3
Σ =

Q̄2
2

2M(λ− 1)
+

Q̄2
1

2M(λ+ 1)
λ =

Σ√
3M

(2.217)
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2.10.3.3 Case III: γ = 3 and α1 = 4 α2 = −6

In this case, mij becomes

m =

(
1 −1
−1 2

)
(2.218)

Making the coordinate change

q1 = 1
2
X1 − log 2 (2.219)

q2 = X2 − log 2 (2.220)

The equations of motion are

q̈1 = e2q1−q2 (2.221)

q̈2 = e2q2−2q2 (2.222)

Now consider the three particle Toda system

q̈1 = e2q1−q2 (2.223)

q̈2 = e2q2−q1−q3 (2.224)

q̈3 = e2q3−q2 (2.225)

which may be integrated exactly. Notice that by identifying q1 and q3 we obtain

(2.223-2.225). Once again the general solution is slightly complicated but taking

the ansatz that e−qi is a polynomial one finds

e−q1 = a0 + 2a2
2τ + a2τ

2 +
1

6
τ 3 (2.226)

e−q2 = 4a4
2 − 2a0a2 + (4a3

2 − a0)τ + 2a2
2τ

2 +
2

3
a2τ

3 +
1

12
τ 4 (2.227)

Rewriting in terms of the original fields we get

e10φ =

(
Q2

Q1

)2

exp (2X1 − 3X2) (2.228)

=
6

4

(
Q2

Q1

)2(
f2

f1

)12

(2.229)

b2 = ρ210Q
6
5
1Q

4
5
2 exp

(
−1

5
X1 −

1

5
X2

)
(2.230)

=
5

2

(
2

3

) 3
5

Q
6
5
1Q

4
5
2 f1f2 (2.231)

a2 = ρ2/b2 (2.232)
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2.10 Exact Analysis

where

f1 =
(
1 − 6a2ρ + 12a2

2ρ
2 − 6a0ρ

3
) 1

3 (2.233)

f2 =
(
1 − 24

3
a2ρ + 24a2ρ

2 − (48a3
2 − 12a0)ρ

3 +
(
48a4

2 − 24a0a2

)
ρ4
) 1

4 (2.234)

At the horizon we do indeed have φ at the critical point of Veff :

e10φ0 =
3

2

Q2
2

Q2
1

(2.235)

and b2 given by Veff(φ0):

b2H =
5

2

(
2

3

) 3
5

Q1Q2

(
Q2

Q1

) 1
5

. (2.236)

Imposing the asymptotic boundary conditions we get

a0 = ± 2
5
7

Q̄
10
7

1 Q̄
5
7
2

(
4a4

2 − 2a0a2

)
=

2
11
7

Q̄
22
7

1 Q̄
18
7

2

(2.237)

so letting

♣ =
2

11
7

Q
22
7

1 Q
18
7

2

(2.238)

∆1 = 3
3

√

a3
0 +

√
a6

0 +
64

3
a3

0♣3 (2.239)

∆2 =

√
3

1
3 ∆1

a0
− 3

2
3 4

∆1
(2.240)

we may write a2 as

a2 = ± 1

2
√

6
∆2 ±

1

2

√
2♣

3
1
3 ∆1

− ∆1

2 3
2
3

+

√
6

∆2

(2.241)

Despite the non-trivial form of the solution we see that it still takes on the

attractor value at the horizon.

In terms of the U(1) charges (written implicitly in terms of a0 and a2), the

mass and scalar charge are expressed below

Σ =
3a2

0 − 28a0a
3
2 + 32a6

2

40a0a4
2 − 20a2

0a2
(2.242)

59



2.11 Higher Dimensions

M =
(a2

0 + 4a0a
3
2 − 16a6

2)

2
3
5 50a

7
5
0 a2(a0 − 2a3

2)(2a
4
2 − a0a2)

1
5Q

6
5
1Q

4
5
2

(2.243)

This solution is related to a 3 charge p-brane solution found in [32] - in this

case we have identified two of the degrees of freedom.

2.11 Higher Dimensions

Here we give some more details related to our discussion of the higher dimensional

attractor in section 5. The Ricci components calculated from the metric, eq.(2.86)

are,

Rtt = a2

(
a′2 +

(d− 2)aa′b′

b
+ aa′′

)
(2.244)

Rrr = −{b
(
a′2 + aa′′

)
+ (d− 2)a (a′b′ + ab′′)}/a2b (2.245)

Rθθ = (d− 3) − 2aba′b′ − a2
(
(d− 3)b′2 + bb′′

)
(2.246)

The Einstein equations from the action eq.(2.85), take the form,

Rtt =
(d− 3)(d− 3)!a(r)2

b(r)2(d−2)
Veff(φi) (2.247)

Rrr = 2(∂rφ)2 − (d− 3)(d− 3)!

b(r)2(d−2)a(r)2
Veff(φi)

(2.248)

Rθθ =
(d− 3)!

b2(d−3)
Veff(φi), (2.249)

where Veff is given by eq.(2.90).

Taking the combination, 1
2
(Rrr − Grr

Gtt
Rtt) gives, eq.(2.91). Similarly we have,

b(r)2

a(r)2
Rtt + a(r)2b(r)2Rrr − (d− 2)Rθθ

= −(d− 2){d− 3 − a(r)b′(r)(2a′(r)b(r) + (d− 3)a(r)b′(r))}

= 2(∂rφi)
2a(r)2b(r)2 − (d− 2)(d− 3)!

b2(d−3)
Veff(φi) (2.250)

This gives eq.(2.92). Finally the relation, Rtt = (d− 3)a
2

b2
Rθθ yields,

(d− 3)2(−1 + a(r)2b′(r)2) + b(r)2(a′(r)2 + a(r)a′′(r))

+a(r)b(r)((−8 + 3d)a′(r)b′(r) + (d− 3)a(r)b′′(r)) = 0. (2.251)
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We now discuss solving for a2, the second order perturbation in the metric

component a, in some more detail. We restrict ourselves to the case of one scalar

field, φ. The constraint, eq.(2.92), to O(ε2) is,

(d− 2)ra′2 + (d− 2)(d− 3)a2 − 2(φ′
1)

2r2(1 − (
rH
r

)d−3)2 (2.252)

−2(d− 2)(d− 3)2 r
2(d−3)
H

r2(d−3)+1
b2 + 2(d− 3)2 γ(γ + 1)φ2

1

r2(d−3)r6−2d
H

+2(d− 2)
(d− 3)(r3

Hr
d − rdhr

3)

r6
Hr

2d

{
rdHr

2b2 + r3
hr

db′2
}

= 0

This is a first order equation for a2 of the form,

f1a
′
2 + f2a2 + f3 = 0, (2.253)

where,

f1 = (d− 2)r

f2 = (d− 2)(d− 3)

f3 = −2(φ′
1)

2r2(1 − (
rH
r

)d−3)2 − 2(d− 2)(d− 3)2 r
2(d−3)
H

r2(d−3)+1
b2

+2(d− 3)2 t(t + 1)φ2
1

r2(d−3)r6−2d
H

+2(d− 2)
(d− 3)(r3

Hr
d − rdHr

3)

r6
Hr

2d

{
rdHr

2b2 + r3
Hr

db′2
}

(2.254)

The solution to this equation is given by,

a2(r) = CeF − eF

∫
e−F

f3

f1
dr (2.255)

where F = −
∫

f2
f1
dr. It is helpful to note that eF = 1

r(d−3) and, e−F

f1
= rd−4

(d−2)
.

Now the first term in eq.(2.255), proportional to C, blows up at the horizon.

We will omit some details but it is easy to see that the second term in eq.(2.255)

goes to zero. Thus for a non-singular solution we must set C = 0. One can then

extract the leading behaviour near the horizon of a2 from eq.(2.255), however it

is slightly more convenient to use eq.(2.251) for this purpose instead. From the
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behaviour of the scalar perturbation φ1, and metric perturbation, b2, in the vicin-

ity of the horizon, as discussed in the section on attractors in higher dimensions,

it is easy to see that

a2(r) = A2(r
d−3 − rd−3

H )2γ+2 (2.256)

where, A2 is an appropriately determined constant. Thus we see that the non-

singular solution in the vicinity of the horizon vanishes like (r−rH)(2γ+2) and the

double-zero nature of the horizon persists after including back-reaction to this

order.

Finally, expanding eq.(2.255) near r → ∞ (with C = 0) we get that a2 →
Const +O(1/rd−3). The value of the constant term is related to the coefficient in

the linear term for b2 at large r in a manner consistent with asymptotic flatness.

In summary we have established here that the metric perturbation a2 vanishes

fast enough at the horizon so that the black hole continues to have a double-zero

horizon, and it goes to a constant at infinity so that the black hole continues to

be asymptotically flat.

2.12 More Details on Asymptotic AdS Space

We begin by considering the asymptotic behaviour at large r of φ1, eq.(2.114).

One can show that this is given by

φ1(r) → c+
1

r3/2
I3/4

(
βL

2r2

)
+ c−

1

r3/2
I−3/4

(
βL

2r2

)
(2.257)

Here I3/4 stands for a modified Bessel function 1 Asymptotically, Iν ∝ r−2ν .

Thus φr has two solutions which go asymptotically to a constant and as 1/r3

respectively.

Next, we consider values of r, rH < r < ∞. These are all ordinary points

of the differential equation eq.(2.114). Thus the solution we are interested is

1Modified Bessel function Iν(r), Kν(r) does satisfy following differential eq.

z2I ′′ν (z) + zI ′

ν(z) − (z2 + ν2)I(z) = 0. (2.258)
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well-behaved at these points. For a differential equation of the form,

L(ψ) =
d2ψ

dz2
+ p(z)

dψ

dz
+ q(z)ψ = 0, (2.259)

all values of z where p(z), q(z) are analytic are ordinary points. About any

ordinary point the solutions to the equation can be expanded in a power series,

with a radius of convergence determined by the nearest singular point [? ].

We turn now to discussing the solution for a2. The constraint eq.(2.110) takes

the form,

2a2
0b

′
2 + a2 + (a2

0)
′(rb2)

′ + ra′2 =
−1

r2
β2φ2

1 + a2
0r

2(∂rφ1)
2 +

2b2
r3

(r2
H +

2r4
H

L2
) +

6rb2
L2

(2.260)

The solution to this equation is given by,

a2(r) =
c2
r
− 1

r

∫

rH

f3dr (2.261)

where

f3 = 2a2
0b

′
2 + (a2

0)
′(rb2)

′ +
1

r2
β2φ2

1 − a2
0r

2(∂rφ1)
2 − 2b2

r3
(r2
H +

2r4
H

L2
)− 6rb2

L2
(2.262)

. We have set the lower limit of integration in the second term at rH . We want

a solution the preserves the double-zero structure of the horizon. This means c2

must be set to zero.

To find an explicit form for a2 in the near horizon region it is slightly simpler

to use the equation, eq.(2.109). In the near horizon region this can easily be

solved and we find the solution,

a2 ∝ (r − rH)(2γ+2). (2.263)

At asymptotic infinity one can use the integral expression, eq.(2.261) (with

c2 = 0). One finds that f3 → r as r → ∞. Thus a2 → d2r. This is consistent

with the asymptotically AdS geometry.

In summary we see that that there is an attractor solution to the metric

equations at second order in which the double-zero nature of the horizon and the

asymptotically AdS nature of the geometry both persist.
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Chapter 3

C- function for

Non-Supersymmetric Attractors

In this chapter, we present a c-function for spherically symmetric, static and

asymptotically flat solutions in theories of four-dimensional gravity coupled to

gauge fields and moduli. The c-function is valid for both extremal and non-

extremal black holes. It monotonically decreases from infinity and in the static

region acquires its minimum value at the horizon, where it equals the entropy

of the black hole. Higher dimensional cases, involving p-form gauge fields, and

other generalisations are also discussed.

3.1 Background

We begin with some background related to the discussion of non-supersymmetric

attractors.

Consider a theory consisting of four dimensional gravity coupled to U(1) gauge

fields and moduli, whose bosonic terms have the form,

S =
1

κ2

∫
d4x

√
−G(R− 2gij(∂φ

i)(∂φj)− fab(φ
i)F a

µνF
b µν − 1

2
f̃ab(φ

i)F a
µνF

b
ρσε

µνρσ).

(3.1)

F a
µν , a = 0, · · ·N are gauge fields. φi, i = 1, · · ·n are scalar fields. The scalars

have no potential term but determine the gauge coupling constants. We note that
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gij refers to the metric in the moduli space, this is different from the spacetime

metric, Gµν .

A spherically symmetric space-time metric in 3+1 dimensions takes the form,

ds2 = −a(r)2dt2 + a(r)−2dr2 + b(r)2dΩ2 (3.2)

The Bianchi identity and equation of motion for the gauge fields can be solved

by a field strength of the form,

F a = f ab(Qeb − f̃bcQ
c
m)

1

b2
dt ∧ dr +Qa

msinθdθ ∧ dφ, (3.3)

where Qa
m, Qea are constants that determine the magnetic and electric charges

carried by the gauge field F a, and f ab is the inverse of fab.

The effective potential Veff is then given by,

Veff(φi) = f ab(Qea − f̃acQ
c
m)(Qeb − f̃bdQ

d
m) + fabQ

a
mQ

b
m. (3.4)

For the attractor mechanism it is sufficient that two conditions to be met.

First, for fixed charges, as a function of the moduli, Veff must have a critical

point. Denoting the critical values for the scalars as φi = φi0 we have,

∂iVeff(φ
i
0) = 0. (3.5)

Second, the effective potential must be a minimum at this critical point. I.e. the

matrix of second derivatives of the potential at the critical point,

Mij =
1

2
∂i∂jVeff(φ

i
0) (3.6)

should have positive eigenvalues. Schematically we can write,

Mij > 0. (3.7)

As discussed in [33], it is possible that some eigenvalues of Mij vanish. In this case

the leading correction to the effective potential along the zero mode directions

should be such that the critical point is a minimum. Thus, an attractor would

result if the leading correction is a quartic term, Veff = Veff(φ
i
0) + λ(φ − φH)4,

with λ > 0 but not if it is a cubic term, Veff = Veff(φ
i
0) + λ(φ− φH)3.
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Once the two conditions mentioned above are met it was argued in [5] that

the attractor mechanism works. There is an extremal Reissner Nordstrom black

hole solution in the theory, where the black hole carries the charges specified by

the parameters, Qa
m, Qea and the moduli take the critical values, φ0 at infinity.

For small enough deviations at infinity of the moduli from these values, a double-

horizon extremal black hole solution continues to exist. In this extremal black

hole the scalars take the same fixed values, φ0, at the horizon independent of

their values at infinity. The resulting horizon radius is given by,

b2H = Veff (φ
i
0) (3.8)

and the entropy is

SBH =
1

4
A = πb2H . (3.9)

In N = 2 supersymmetric theory, Veff can be expressed, [34], in terms of a

Kahler potential, K and a superpotential, W as,

Veff = eK[gij̄∇iW (∇jW )∗ + |W |2], (3.10)

where ∇iW ≡ ∂iW + ∂iKW . The Kahler potential and Superpotential in turn

can be expressed in terms of a prepotential F , as,

K = − ln Im(
N∑

a=0

Xa∗∂aF (X)), (3.11)

and,

W = qaX
a − pa∂aF, (3.12)

respectively. Here, Xa, a = 0, · · ·N are special coordinates to describe the special

geometry of the vector multiplet moduli space. And qa, p
a are the electric and

magnetic charges carried by the black hole 1.

For a BPS black hole, the central charge given by,

Z = eK/2W, (3.13)

is minimised, i.e., ∇iZ = ∂iZ + 1
2
∂iKZ = 0. This condition is equivalent to,

∇iW = 0. (3.14)

1These can be related to Qea, Qa
m, using eq.(3.3).
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The resulting entropy is given by

SBH = πeK |W |2. (3.15)

with the Kahler potential and superpotential evaluated at the attractor values.

3.2 The c-function in 4 Dimensions.

3.2.1 The c-function

The equations of motion which follow from eq.(3.1) take the form,

Rµν − 2gij∂µφ
i∂νφ

j = fab
(
2F a

µλF
b λ
ν − 1

2
GµνF

a
κλF

bκλ
)

1√
−G∂µ

(√
−Ggij∂µφj

)
= 1

4
∂i(fab)F

a
µνF

bµν

+1
8
∂i(f̃ab)F

a
µνF

b
ρσε

µνρσ

∂µ

(√
−G(fabF

bµν + 1
2
f̃abF

b
ρσε

µνρσ)
)

= 0.

(3.16)

We are interested in static, spherically symmetric solutions to the equations

of motion. The metric and gauge fields in such a solution take the form, eq.(3.2),

eq.(3.3). We will be interested in asymptotically flat solutions below. For these

the radial coordinate r in eq.(3.2) can be chosen so that r → ∞ is the asymptot-

ically flat region.

The scalar fields are a function of the radial coordinate alone, and substituting

for the gauge fields from, eq.(3.3), the equation of motion for the scalar fields take

the form,

∂r(a
2b2gij∂rφ

j) =
∂iVeff
2b2

, (3.17)

where Veff is defined in eq.(3.4).

The Einstein equation for the rr component takes the form of an “energy

constraint”,

− 1 + a2b
′2 +

a2′b2
′

2
=

−1

b2
(Veff(φi)) + a2b2gij(∂rφ

i)∂rφ
j (3.18)

Of particular relevance for the present discussion is the equation obtained for

Rrr − Gtt

GrrRtt component of the Einstein equation. From eq.(3.16), this is,

b(r)
′′

b(r)
= −gij∂rφi∂rφj. (3.19)
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3.2 The c-function in 4 Dimensions.

Here prime denotes derivative with respect to the radial coordinate r.

Our claim is that the c-function is given by,

c =
1

4
A(r), (3.20)

where A(r) is the area of the two-sphere defined by constant t and r,

A(r) = πb2(r). (3.21)

We show below that in any static, spherically symmetric, asymptotically flat

solution, c decreases monotonically as we move inwards along the radial direction

from infinity. We assume that the spacetime in the region of interest has no

singularities and the scalar fields lie in a singularity free region of moduli space

with a metric which is positive, i.e., all eigenvalues of the moduli space metric,

gij, are positive. For a black hole we show that the minimum value of c, in the

static region, equals the entropy at the horizon.

To prove monotonicity of c it is enough to prove monotonicity of b. Let

us define a coordinate y = −r which increases as we move inwards from the

asymptotically flat region. We see from eq.(3.19), since the eigenvalues of gij > 0,

that d2b/dy2 6 0 and so db/dy must be non-increasing as y increases. Now for

an asymptotically flat solution, at infinity as r → ∞, b(r) → r. This means

db/dy = −1. Since db/dy is non-increasing as y increases this means that for all

y > −∞, db/dy < 0 and thus b is monotonic. This proves the c-theorem.

3.2.2 Some Comments

A few comments are worth making at this stage.

It is important to emphasise that our proof of the c-theorem applies to any

spherically symmetric, static solution which is asymptotically flat. This includes

both extremal and non-extremal black holes. The boundary of the static region

of spacetime, where the killing vector ∂
∂t

is time-like, is the horizon where a2 → 0.

The c function is monotonically decreasing in the static region, and obtains its

minimum value on the boundary at the horizon. We see that this minimum value

of c is the entropy of the black hole. We will comment on what happens to c

when one goes inside the horizon towards the end of this section.
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3.2 The c-function in 4 Dimensions.

For extremal black holes it is worth noting that the c-function is not Veff itself.

At the horizon, where c obtains its minimum value, the two are indeed equal (up

to a constant of proportionality). This follows from the constraint, eq.(3.18), after

noting that at a double horizon where a2 and a2′ both vanish, Veff(φ
i
0) = b2H . But

more generally, away from the horizon, c and Veff are different. In particular,

we will consider an explicit example in section 3.5 of a flow from infinity to the

horizon where Veff does not evolve monotonically.

In the supersymmetric case it is worth commenting that the c-function dis-

cussed above and the square of the central charge agree, up to a proportionality

constant, at the horizon of a black hole. But in general, away from the horizon,

they are different. For example in a BPS extremal Reissner Nordstrom black

hole, obtained by setting the scalars equal to their attractor values at infinity,

the central charge is constant, while the Area is infinite asymptotically and mono-

tonically decreases to its minimum at the horizon.

It is also worth commenting that c′ can vanish identically only in a Robinson-

Bertotti spacetime 1. If c is constant, b is constant. From, eq.(3.19) then φi are

constant. Thus Veff is extremised. It follows from the other Einstein equations

then that a(r) = r/b leading to the Robinson-Bertotti spacetime. From this

we learn that a flow from one asymptotically (in the sense that c′ and all its

derivatives vanish) AdS2 × S2 where the scalars are at one critical point of Veff

to an asymptotically AdS2×S2 spacetime where the scalars are at another critical

point is not possible. Once the scalars begin evolving c′ will became negative and

cannot return to zero.

The c-theorem discussed above is valid more generally than the specific system

consisting of gravity, gauge fields and scalars we have considered here. Consider

any four-dimensional theory with gravity coupled to matter which satisfies the

null energy condition. By this we mean that the stress-energy satisfies the con-

dition,

Tµνζ
µζν > 0, (3.22)

where ζa is an arbitrary null vector. One can show that in such a system the c-

theorem is valid for all static, spherically symmetric, asymptotically flat, solutions

1By c′ vanishing identically we mean that c′ and all its derivatives vanish in some region of

spacetime.
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3.2 The c-function in 4 Dimensions.

of the equations of motion. To see this, note that from the metric eq.(3.2), it

follows that,

− RttG
tt +RrrG

rr = −2a2 b
′′

b
. (3.23)

From Einstein’s equations and the null energy condition we learn that the l.h.s

above is positive, since

− RttG
tt +RrrG

rr = Tµνζ
µζν > 0 (3.24)

where ζµ = (ζ t, ζr) are components of a null vector, satisfying the relations,

(ζ t)2 = −Gtt, (ζr)2 = Grr. Thus as long as we are outside the horizon, and

a2 > 0, i.e. in any region of space-time where the Killing vector related to time

translations is time-like, b
′′
< 0 1. This is enough to then prove the monotonicity

of b and thus c. The importance of the null energy condition for a c-theorem was

emphasised in [7] 2.

In fact the c-theorem follows simply from the Raychaudhuri equation and

the null energy condition. Consider a congruence of null geodesics, where each

geodesic has (θ, φ) coordinates fixed, with, (t, r), being functions of the affine

parameter, λ. The expansion parameter of this congruence is

ϑ =
d lnA

dλ
, (3.25)

where A is the area, eq.(3.21). Choosing in going null geodesics for which

dr/dλ < 0 we see that ϑ < 0 at r → ∞, for an asymptotically flat space-

time. Now, Raychaudhuri’s equation tells us that dϑ
dλ
< 0 if the energy condition,

eq.(3.22), is met. Then it follows that ϑ < 0 for all r < ∞ and thus the area A

must monotonically decrease. The comments in this paragraph provides a more

coordinate independent proof of the c-theorem. Although the focus of this chap-

ter is time independent, spherically symmetric configurations, these comments

also suggest that a similar c-theorem might be valid more generally. The connec-

tion between c-theorems and the Raychaudhuri equation was emphasised in [35],

[36].

1In fact the same conclusion also holds inside the horizon. Now t is space-like and r time-

like and Tµνζµζν = 2a2 b
′′

b
> 0. Since a2 < 0, we conclude that b

′′

< 0. We will return to this

point at the end of the section.
2In [7] this condition is referred to as the weaker energy condition.
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In the higher dimensional discussion which follows we will see that the c

function is directly expressed in terms of the expansion parameter ϑ for radial null

geodesics. The reader might wonder why we have not considered an analogous c

function in four-dimensions. From the discussion of the previous paragraph we see

that any function of the form, 1/ϑp, where p is a positive power, is monotonically

increasing in r. However, in an AdS2 × S2 spacetime, ϑ → 0 and thus such a

function will blow up and not equal the entropy of the corresponding extremal

black hole.

It seems puzzling at first that a c-function could arise from the analysis of

second order equations of motion. As mentioned in the introduction, the answer

to this puzzle lies in the fact that we were considering solutions which satisfy

asymptotically flat boundary conditions. Without imposing any boundary condi-

tions, we cannot prove monotonicity of c. But one can use the arguments above

to show that there is at most one critical point of c as long as the region of space-

time under consideration has no spacetime singularities and also the scalar fields

take non-singular values in moduli space. If the critical point occurs at r = r∗,

c monotonically decreases for all r < r∗ and cannot have another critical point.

Similarly, for r > r∗. From the Raychaudhuri equation it follows that the critical

point, at r∗, is a maximum.

Usually the discussion of supersymmetric attractors involves the regions from

the horizon to asymptotic infinity. But we can also ask what happens if we

go inside the horizon. This is particularly interesting in the non-extremal case

where the inside is a time dependent cosmology. In the supersymmetric case

one finds that the central charge (and its square) has a minimum at the horizon

and increases as one goes away from it towards the outside and also towards the

inside. This can be seen as follows. Using continuity at the horizon a modulus

take the form in an attractor solution,

φ(r) − φ0 ∼ |r − rH |α (3.26)

where α is a positive coefficient and φ0 is the attractor value for the modulus 1.

1We are working in the coordinates, eq.(3.2). These breakdown at the horizon but are valid

for r > rH and also r < rH (where a2 < 0). The solution written here is valid in both these

regions; for r = rH we need to take the limiting value.
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Since the central charge is minimised by φ0, one finds by expanding in the vicinity

of r = rH , that the central charge is also minimised as a function of r 1. In

contrast, the c-function we have considered here, monotonically decreases inside

the horizon till we reach the singularity. In fact it follows from the Raychaudhuri

equation that the expansion parameter ϑ monotonically decreases and becomes

−∞ at the singularity.

3.3 The c-function In Higher Dimensions

We analyse higher dimensional generalisations in this section. Consider a system

consisting of gravity, gauge fields with rank q field strengths, F a
m1···mq

, a = 1, · · ·N ,

and moduli φi, i = 1, · · ·n, in p+ q + 1 dimensions, with action,

S =
1

κ2

∫
dDx

√
−G

(
R− 2gij(∂φ

i)∂φj − fab(φ
i)

1

q!
F a
µν....F

b µν......

)
. (3.27)

Take a metric and field strengths of form,

ds2 = a(r)2

(
−dt2 +

p−1∑

i=1

dy2
i

)
+ a(r)−2dr2 + b(r)2dΩ2

q, (3.28)

F a = Qa
mωq. (3.29)

Here dΩ2
q and ωq are the volume element and volume form of a unit q dimensional

sphere sphere. Note that the metric has Poincare invariance in p direction, t, yi,

and has SO(q) rotational symmetry. The field strengths thread the q sphere and

the configuration carries magnetic charge. Other generalisations, which we do

not discuss here include, forms of different rank, and also field strengths carrying

both electric and magnetic charge.

Define an effective potential,

Veff = fab(φ
i)Qa

mQ
b
m. (3.30)

Now, as we discuss further in section 3.7, it is easy to see that if Veff has a

critical point where ∂φiVeff vanishes, then by setting the scalars to be at their

1The effective potential Veff in the non-supersymmetric case is similar. As a function of r

it attains a local minimum at the horizon.
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critical values, φi = φi0, one has extremal and non extremal black brane solutions

in this system with metric, eq.(3.79). For extremal solutions, the near horizon

limit is AdSp+1 × Sq, with metric given by eq.(3.83),

ds2 =
r2

R2

(
−dt2 + dy2

i

)
+
R2

r2
dr2 + b2HdΩ

2
q (3.31)

where

R =

(
p

q − 1

)
bH (3.32)

(bH)2(q−1) =
p

(p+ q − 1)(q − 1)
Veff(φ

i
0). (3.33)

In the extremal case, using arguments analogous to [5] one can show that the

AdSp+1 × Sq solution is an attractor if the effective potential is minimised at the

critical point φi0. That is, for small deviations from the attractor values for the

moduli at infinity, there is an extremal solution in which the moduli are drawn to

their critical values at the horizon and the geometry in the near-horizon region

is AdSp+1 × Sq.

We now turn to discussing the c-function in this system. The discussion is

motivated by the analysis in [7] of a c-theorem in AdS space. Our claim is that

a c-function for the system under consideration is given by,

c = c0
1

Ã(p−1)
. (3.34)

Here, c0 is a constant of proportionality chosen so that c > 0. Ã is defined by

Ã = A′
(

a

b
q

p−1

)
(3.35)

where A is defined to be,

A = ln(ab
q

p−1 ), (3.36)

and prime denotes derivative with respect to r. We show below that for any static,

asymptotically flat solution of the form, eq.(3.28), c, eq.(3.34), is a monotonic

function of the radial coordinate.

The key is once again to use the null energy condition. Consider the RttG
tt−

RrrG
rr component of the Einstein equation. For the metric, eq.(3.28), we get,

−RttG
tt +RrrG

rr = a2

[
−(p− 1)

a
′′

a
− q

b
′′

b

]
= Tµνζ

µζν, (3.37)
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where (ζ t, ζr) are the components of a null vector which satisfy the relation,

(ζ t)2 = −Gtt, (ζr)2 = Grr. The null energy condition tells us that the r.h.s cannot

be negative. For the system under consideration the r.h.s can be calculated giving,

− (p− 1)
a

′′

a
− q

b
′′

b
= 2gij∂rφ

i∂rφ
j. (3.38)

It is indeed positive, as would be expected since the matter fields we include

satisfy the null energy condition.

From eq.(3.38) we find that

dÃ

dr
= − a

b
q

p−1

[
2

p− 1
gijφ

iφj+

(
q

p− 1
+

q2

(p− 1)2

)(
b′

b

)2
]
, (3.39)

and thus, dÃ
dr

6 0.

Now we turn to the monotonicity of c. Consider a solution which becomes

asymptotically flat as r → ∞. Then, a → 1, b → r, as r → ∞. It follows then

that Ã → 0+ asymptotically. Since, we learn from eq.(3.39) that Ã is a non-

increasing function of r it then follows that for all r <∞, Ã > 0. Since, a, b > 0,

we then also learn from, eq.(3.35), that A′ > 0 for all finite r.

Next choose a coordinate y = −r which increases as we go in from asymptotic

infinity. We have just learned that dA/dy = −A′ < 0, for finite r. It is now easy

to see that
dc

dy
= −(p− 1)

a

b
q

p−1

c
dA

dy

1

Ã2

dÃ

dr
. (3.40)

Then given that a, b > 0, c > 0, and dA/dy < 0, dÃ
dr

6 0, it follows that dc/dy 6 0,

so that the c-function is a non-increasing function along the direction of increasing

y. This completes our proof of the c-theorem.

For a black brane solution the static region of spacetime ends at a horizon,

where a2 vanishes. The c-function monotonically decreases from infinity and in

the static region obtains its minimum value at the horizon. For the extremal

black brane the near horizon geometry is AdSp+1 × Sq. We now verify that for

p even the c function evaluated in the AdSp+1 × Sq geometry agrees with the

conformal anomaly in the boundary Conformal Field Theory. From eq.(3.31) we
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see that in AdSp+1 × Sq,

a′ = 1/R (3.41)

b =
q − 1

p
R. (3.42)

where R is the radius of the AdSp+1. Then

c ∝ Rp+q−1

Gp+q+1
N

∝ Rp−1

Gp+1
N

(3.43)

where Gp+q+1
N , Gp+1

N refer to Newton’s constant in the p+q+1 dimensional space-

time and the p+1 dimensional spacetime obtained after KK reduction on the Sq

respectively. The right hand side in eq.(3.43) is indeed proportional to the value

of the conformal anomaly in the boundary theory when p is even [37]. By choos-

ing c0, eq.(3.34), appropriately, they can be made equal. Let us also comment

that c in the near horizon region can be expressed in terms of the minimum value

of the effective potential. One finds that c ∝ (Veff(φ
i
0))

(p+q−1)
2(q−1) , where the critical

values for the moduli are φi = φi0.

A few comments are worth making at this stage. We have only considered

asymptotically flat spacetimes here. But our proof of the c-theorem holds for

other cases as well. Of particular interest are asymptotically AdSp+1 × Sq space-

time. The metric in this case takes the form, eq.(3.31), as r → ∞. The proof

is very similar to the asymptotically flat case. Once again one can argue that

A′ > 0 for r <∞ and then defining a coordinate y = −r it follows that dc/dy is

a non-increasing function of y. The c-theorem allows for flows which terminate in

another asymptotic AdSp+1×Sq spacetime. The second AdSp+1×Sq space-time,

which lies at larger y, must have smaller c. Such flows can arise if Veff has more

than one critical point. It is also worth commenting that requiring that c is a

constant in some region of spacetime leads to the unique solution (subject to the

conditions of a metric which satisfies the ansatz, eq.(3.28)) of AdSp+1 × Sq with

the scalars being constant and equal to a critical value of Veff .

We mentioned above that our definition of the c function is motivated by [7].

Let us make the connection clearer. The c-function in1 [7],[39] is defined for a

1Another c-function has been defined in [38].
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spacetime of the form,

ds2 = e2A
∑

µ,ν=0,···p
ηµνdy

µdyν + dz2, (3.44)

and is given by

c =
c0

(dA/dz)p−1
. (3.45)

Note that eq.(3.44) is the Einstein frame metric in p+1 dimensions. Starting with

the metric, eq.(3.28), and Kaluza-Klein reducing over the Q sphere shows that A

defined in eq.(3.36) agrees with the definition eq.(3.44) above and dA/dz agrees

with Ã in eq.(3.35). This shows that the c-function eq.(3.34) and eq.(3.45)are the

same.

The monotonicity of c follows from that of Ã, eq.(3.35). One can show that

for a congruence of null geodesics moving in the radial direction, with constant

(θ, φ), the expansion parameter ϑ is given by,

ϑ =

(
a′

a
+

q

p− 1

b′

b

)
. (3.46)

Raychaudhuri’s equation and the null energy condition then tells us that dϑ
dr
<

0. However, in an AdSp+1 × Sq spacetime ϑ diverges, this behaviour is not

appropriate for a c-function. From eq.(3.35) we see that Ã differs from ϑ by

an additional multiplicative factor, a/b
q

p−1 . This factor is chosen to preserve

monotonicity and now ensures that c goes to a finite constant in AdSp+1 × Sq

spacetimes. A similar comment also applies to the c-function discussed in [7].

3.4 Concluding Comments

In two-dimensional field theories it has been suggested sometime ago [40, 41, 42]

that the c function plays the role of a potential, so that the RG equations take

the form of a gradient flow,

βi = − ∂c

∂gi
,

where c is the Zamolodchikov c-function [43]. This phenomenon has a close

analogy in the case of supersymmetric black holes, where the radial evolution of
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the moduli is determined by the gradient of the central charge in a first order

equation. In contrast, the c-function we propose does not satisfy this property in

either the supersymmetric or the non-supersymmetric case. In particular, in the

non-supersymmetric case the scalar fields satisfy a second order equation and in

particular the gradient of the c-function does not directly determine their radial

evolution.

It might seem confusing at first that our derivation of the c-theorem followed

from the second order equations of motion. The following simple mechanically

model is useful in understanding this. Consider a particle moving under the force

of gravity. The c-function in this case is the height x which satisfies the condition

ẍ = −g, (3.47)

where g is the acceleration due to gravity. Now, if the initial conditions are such

that ẋ < 0 then going forwards in time x will monotonically decrease. However,

if the direction of time is chosen so that ẋ > 0, going forward in time there will

be a critical point for x and thus x will not be a monotonic function of time. In

this case though there can be at most one such critical point.

While the equations of motion that govern radial evolution are second order,

the attractor boundary conditions restrict the allowed initial conditions and in

effect make the equations first order. This suggests a close analogy between radial

evolution and RG flow. The existence of a c-function which we have discussed in

this chapter adds additional weight to the analogy. In the near-horizon region,

where the geometry is AdSp+1 × Sq, the relation between radial evolution and

RG flow is quite precise and well known. The attractor behaviour in the near

horizon region can be viewed from the dual CFT perspective. It corresponds to

turning on operators which are irrelevant in the infra-red. These operators are

dual to the moduli fields in the bulk, and their being irrelevant in the IR follows

from the fact that the mass matrix, eq.(3.6), has only positive eigenvalues.

It is also worth commenting that the attractor phenomenon in the context

of black holes is quite different from the usual attractor phenomenon in dynami-

cal systems. In the latter case the attractor phenomenon refers to the fact that

there is a universal solution that governs the long time behaviour of the sys-

tem, regardless of initial conditions. In the black hole context a generic choice
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of initial conditions at asymptotic infinity does not lead to the attractor phe-

nomenon. Rather there is one well behaved mode near the horizon and choosing

an appropriate combination of the two solutions to the second order equations

at infinity allows us to match on to this well behaved solution at the horizon.

Choosing generic initial conditions at infinity would also lead to triggering the

second mode near the horizon which is ill behaved and typically would lead to a

singularity.

Finally, we end with some comments about attractors in cosmology. Scalar

fields exhibit a late time attractor behaviour in FRW cosmologies with growing

scale factor (positive Hubble constant H). Hubble expansion leads to a friction

term in the scalar field equations,

φ̈+ 3Hφ̇+ ∂φV = 0. (3.48)

As a result at late times the scalar fields tend to settle down at the minimum of

the potential generically without any precise tuning of initial conditions. This is

quite different from the attractor behaviour for black holes and more akin to the

attractor in dynamical systems mentioned above.

Actually in AdS space there is an analogy to the cosmological attractor. Take

a scalar field which has a negative (mass)2 in AdS space (above the BF bound).

This field is dual to a relevant operator. Going to the boundary of AdS space

a perturbation in such a field will generically die away. This is the analogue of

the late time behaviour in cosmology mentioned above. Similarly there is an

analogue to the black hole attractor in cosmology. Consider dS space in Poincare

coordinates,

ds2 = −dt
2

t2
+ t2dx2

i , (3.49)

and a scalar field with potential V propagating in this background. Notice that

t→ 0 is a double horizon. For the scalar field to be well behaved at the horizon,

as t→ 0, it must go to a critical point of V , and moreover this critical point will

be stable in the sense that small perturbations of the scalar about the critical

point will bring it back, if V ′′ < 0 at the critical point, i.e., if the critical point

is a maximum. This is the analogue of requiring that Veff is at a minimum for
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attractor behaviour in black hole 1. It is amusing to note that a cosmology in

which scalars are at the maximum of their potential, early on in the history of

the universe, could have other virtues as well in the context of inflation.

3.5 Veff Need Not Be Monotonic

In this section we construct an explicit example showing that Veff as a function

of the radial coordinate need not be monotonic. The basic point in our example

is simple. The scalar field φ is a monotonic function of the radial coordinate, r,

eq.(3.2) . But the effective potential is not a monotonic function of φ, and as a

result is not monotonic in r.

φ02

V eff 
(φ)

V

V

φ01

02

01

φ
a

φ

Figure 3.1: The effective potential Veff as a function of φ

We work with the following simple Veff to construct such a solution,

Veff = V01 +
1

2
m2(φ− φ01)

2, φ 6 φa (3.50)

1The sign reversal is due to the interchange of a space and time directions.
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Veff = V02 −
1

2
m2(φ− φ02)

2, φ > φa. (3.51)

At φa, the potential is continuous, giving the relation,

V02 = V01 +
1

2
m2(φ− φ01)

2 +
1

2
m2(φ− φ02)

2. (3.52)

We will take the potential as being specified by V01, φ01, φ02, φa, m
2 with V02 being

determined by eq.(3.52). The effective potential is given in fig. 1. Note that with

a minimum at φ01 and a maximum at φ02, Veff , is a non-monotonic function of φ.

Note also that the the first derivative of the potential has a finite jump at φ = φa.

Since the equations of motion are second order this means the scalar fields and

the metric components, a, b, and their first derivatives will be continuous across

φa. The finite jump is thus mild enough for our purposes.

The attractor value for the scalar is φ01. By setting φ = φ01, independent of

r, we get an extremal Reissner Nordstrom black hole solution. The radius of the

horizon, rH in this solution is given by

r2
H = V01. (3.53)

This solution is our starting point. We now construct the solution of interest

in perturbation theory, following the analysis in [5], whose conventions we also

adopt. For the validity of perturbation theory, we take, φa − φ01 � 1, and also

φ02 − φ01 � 1. The non-monotonicity of the potential then comes into play even

when the scalar field makes only small excursions around the minimum φ01. In

addition we will also take, 4m2

r2
H

< 1, it then follows that V02−V01

V01
� 1.

We construct the solution for the scalar field to first order in perturbation

theory below. In the solution the scalar field is a monotonic function of r. This

allows the solution to be described in two regions. In region I, φ01 6 φ 6 φa, it

is given by,

φ = φ01 + A(r − rH)α, (3.54)

α =
1

2

(√
1 +

4m2

r2
H

− 1

)
. (3.55)
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3.5 Veff Need Not Be Monotonic

And in region II, φ > φa, it is given by,

φ = φ02 +B1(r − rH)(−γ1) +B2(r − rH)(−γ2), (3.56)

γ1 =
1

2

(
1 +

√
1 − 4m2

r2
H

)
, (3.57)

γ2 =
1

2

(
1 −

√
1 − 4m2

r2
H

)
. (3.58)

The boundary between the two is at ra, where φ = φa, and φ and its first derivative

with respect to r are continuous. The continuity conditions allow us to solve for

B1, B2, in terms of A, and also determine ra in terms of A. The solution is thus

completely specified by the constant, A. ra satisfies the relation,
(

1 − rh
ra

)α
=

(φa − φ01)

A
. (3.59)

We will omit some details of the subsequent analysis. One finds that as long

as

(φa − φ01) < A <

(
γ1

γ2

) α
γ1−γ2

(φa − φ01), (3.60)

the scalar field monotonically evolves with r and transits from region I to region

II as r increases. Now we see from eq.(3.56) that if B1 +B2 > 0, φ(r → ∞) > φ02.

This ensures that Veff is not a monotonic function of r. It will first increases and

then decreases as r decreases from ∞ to rH . The condition, B1 + B2 > 0, gives

rise to the condition,

(φ02 − φa) < α
[1 − (1 − rH

ra
)γ1−γ2 ]

[γ1 − γ2(1 − rH
ra

)γ1−γ2 ]
(φa − φ01). (3.61)

Having picked a value of A that lies in the range, eq.(3.60), we can then determine

ra from eq.(3.59). As long as φ02 is small enough and satisfies condition eq.(3.61)

we see that the asymptotic value of φ(r → ∞) > φ02. It then follows, as argued

above, that in the resulting solution Veff is not a monotonic function of r.

We end with three comments. First, we have not obtained the the corrections

to the metric components a, b in perturbation theory here. But this can be done

following the analysis in [5]. One finds that the corrections are small. Second,

the c-function is of course monotonic as a function of the radial coordinate in
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this example too. The area of the extremal Reissner Nordstrom black hole mono-

tonically decreases and this is true even after including the small corrections in

perturbation theory. Finally, we have not obtained the effective potential above

starting with gauge fields coupled to moduli. In fact, for dilaton-like couplings,

the simplest example we have been able to construct, where Veff has multicritical

points with some minimal and maxima, involves two moduli, a dilaton and axion,

and two gauge fields. Our discussion above has a close parallel in this case as

well (with both dilaton and axion excited) and we expect, by dialling the charges

and couplings, that the analogue of condition eq.(3.61) can be met leading to

solutions where Veff evolves non-monotonically with the radial coordinate r.

3.6 More Details in Higher Dimensional Case

The equations of motion that follow from the action, eq.(3.27), are,

Rµν − 2∂µφi∂νφi = q
q!
fab(φi)F

a
µλ....F

bλ.....
ν − q−1

(p+q−1)q!
Gµνfab(φi)F

a
µν....F

b µν......

1√
−G∂µ(

√
−G∂µφi) = 1

4q!
∂ifab(φi)F

a
µν....F

b µν......

∂µ(
√
−Gfab(φi)F bµν) = 0.

(3.62)

Substituting for the gauge fields from eq.(3.29) we learn thatRtt = a2

b2
( q−1

p
)Rθθ,

which yields the equation,

pb2
(
pa

′2

+
qaa

′
b
′

b
+ aa

′′

)
= (q−1)

(
(q − 1) − (p+ 1)aba

′

b
′ − a2

(
(q − 1)b

′2 + bb
′′
))

(3.63)

where we have computed the curvature components using the metric, eq.(3.28).

The Rrr − Gtt

GrrRtt component of the Einstein equation gives

(p− 1)
a

′′

a
+
qb

′′

b
= −2gij∂rφ

i∂rφ
j. (3.64)

Also the Rrr component itself yields a first order “energy” constraint,

(p(p−1)b2a
′2+2pqaba

′

b
′

+q(q−1)(−1+a2b
′2)) = 2a2b2gij∂rφ

i∂rφ
j−Veff (φi)b−2(q−1)

(3.65)

where Veff is defined in eq.(3.30).

The equation of motion of the scalar field is given by,
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3.7 Higher Dimensional p-Brane Solutions

∂r(a
p+1bq∂rgijφ

j) =
ap−1∂iVeff

4bq
. (3.66)

Setting φi = φi0, where φi0 is a critical point of Veff one finds that AdSp+1×Sq
is a solution of these equations with metric, eq.(3.31).

3.7 Higher Dimensional p-Brane Solutions

Fixing the scalars at their attractor values, as described in section 4, we are left

with the action

S =
1

κ2

∫
dDx

√
−G

{
R− 1

q!

∑

a

F a
(q)

2

}
(3.67)

where fab has been diagonalised and the attractor values of the scalars have been

absorbed into the a redefinition of the gauge charges, Qa. We denote the new

charges as Q̄a.

To find solutions, we can dimensionally reduce this action along the brane

and use known blackhole solutions. To this end take the metric

ds2 = eλρdŝ2
︸ ︷︷ ︸
t,r,ω1,...,ωq

+ e−( q

p−1)λρdy2

︸ ︷︷ ︸
i1...ip−1

(3.68)

where

λ = ±
√

2(p− 1)

q(p+ q − 1)
(3.69)

then

R = e−λρ
(
R̂− λ2∇̂2ρ− 1

2
(∇̂ρ)2

)
(3.70)

where R̂ and ∇̂ are respectively the Ricci scalar and covariant derivative for dŝ2.

The coefficient, λ, has been fixed by requiring that, we remain in the Einstein

frame, and that the kinetic term for ρ has canonical normalisation. Upon ne-

glecting the boundary term, the action becomes

S =
V(p−1)

κ2

∫
d(q+2)x

√
−Ĝ

{
R̂− 1

2

(
∇̂ρ
)2

− 1

q!
eβρ
∑

a

(
F̂ a

(q)

)2
}

(3.71)
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3.7 Higher Dimensional p-Brane Solutions

where

β = −(q − 1)λ. (3.72)

The black hole solution to eq.(3.71) is [17, 44]:

dŝ2 = − (f+) (f−)1−γ̂(q−1) dt2 + (f+) (f−)γ̂−1 du2 + (f−)γ̂ u2dΩ2
q (3.73)

eλρ = (f−)−γ̂ (3.74)

f± =

(
1 −

(u±
u

)q−1
)

(3.75)

where

γ̂ =
2(p− 1)

(q − 1)p
(3.76)

with

F̂ a = Q̄aωq (3.77)
∑

a

(Q̄a)
2

=
γ̂(q − 1)3(u+u−)q−1

β2
. (3.78)

Using eq.(3.68) we find the solution to the original action, eq.(3.67), is

ds2 = (f−)
2
p

(
−
(
f+

f−

)
dt2 + dy2

)
+ (f+f−)−1 du2 + u2dΩ2

q. (3.79)

So finally, the extremal solution is

ds2 = (f)
2
p

(
−dt2 + dy2

)
+ (f)−2 du2 + u2dΩ2

q (3.80)

f =

(
1 −

(
bH
u

)q−1
)

(3.81)

where bH = u±. Now we take the near horizon limit,

u −→ bH + εR
( r
R

)p
, (3.82)

with t and y rescaled appropriately, which indeed gives the near horizon geometry

AdSp+1 × Sq:

ds2 =
r2

R2

(
−dt2 + dy2

)
+
R2

r2
dr2 + b2HdΩ

2
q (3.83)

where

R =

(
p

q − 1

)
bH (3.84)

and

Veff =
(p+ q − 1)(q − 1)

p
(bH)2(q−1). (3.85)
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Chapter 4

Rotating Attractors

In this chapter, we prove that, in a general higher derivative theory of gravity

coupled to abelian gauge fields and neutral scalar fields, the entropy and the near

horizon background of a rotating extremal black hole is obtained by extremizing

an entropy function which depends only on the parameters labeling the near hori-

zon background and the electric and magnetic charges and angular momentum

carried by the black hole. If the entropy function has a unique extremum then

this extremum must be independent of the asymptotic values of the moduli scalar

fields and the solution exhibits attractor behaviour. If the entropy function has

flat directions then the near horizon background is not uniquely determined by

the extremization equations and could depend on the asymptotic data on the

moduli fields, but the value of the entropy is still independent of this asymptotic

data. We illustrate these results in the context of two derivative theories of grav-

ity in several examples. These include Kerr black hole, Kerr-Newman black hole,

black holes in Kaluza-Klein theory, and black holes in toroidally compactified

heterotic string theory.

4.1 General Analysis

We begin by considering a general four dimensional theory of gravity coupled to

a set of abelian gauge fields A
(i)
µ and neutral scalar fields {φs} with action

S =

∫
d4x

√
− det gL , (4.1)
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4.1 General Analysis

where
√
− det gL is the lagrangian density, expressed as a function of the metric

gµν , the scalar fields {Φs}, the gauge field strengths F
(i)
µν = ∂µA

(i)
ν − ∂νA

(i)
µ , and

covariant derivatives of these fields. In general L will contain terms with more

than two derivatives. We consider a rotating extremal black hole solution whose

near horizon geometry has the symmetries of AdS2 × S1. The most general field

configuration consistent with the SO(2, 1) × U(1) symmetry of AdS2 × S1 is of

the form:

ds2 ≡ gµνdx
µdxν = v1(θ)

(
−r2dt2 +

dr2

r2

)
+ β2 dθ2 + β2 v2(θ)(dφ− αrdt)2

Φs = us(θ)
1

2
F (i)
µν dx

µ ∧ dxν = (ei − αbi(θ))dr ∧ dt+ ∂θbi(θ)dθ ∧ (dφ− αrdt) , (4.2)

where α, β and ei are constants, and v1, v2, us and bi are functions of θ. Here φ

is a periodic coordinate with period 2π and θ takes value in the range 0 ≤ θ ≤ π.

The SO(2,1) isometry of AdS2 is generated by the Killing vectors[8]:

L1 = ∂t, L0 = t∂t − r∂r, L−1 = (1/2)(1/r2 + t2)∂t − (tr)∂r + (α/r)∂φ .

(4.3)

The form of the metric given in (4.2) implies that the black hole has zero tem-

perature.

We shall assume that the deformed horizon, labelled by the coordinates θ and

φ, is a smooth deformation of the sphere.1 This requires

v2(θ) = θ2 + O(θ4) for θ ' 0

= (π − θ)2 + O((π − θ)4) for θ ' π . (4.4)

1Although in two derivative theories the horizon of a four dimensional black hole is known

to have spherical topology, once higher derivative terms are added to the action there may be

other possibilities. Our analysis can be easily generalized to the case where the horizon has the

topology of a torus rather than a sphere. All we need is to take the θ coordinate to be a periodic

variable with period 2π and expand the various functions in the basis of periodic functions of θ.

However if the near horizon geometry is invariant under both φ and θ translations, then in the

expression for L−1 given in (4.3) we could add a term of the form −(γ/r)∂θ, and the entropy

could have an additional dependence on the charge conjugate to the variable γ. This represents

the Noether charge associated with θ translation, but does not correspond to a physical charge

from the point of view of the asymptotic observer since the full solution is not invariant under

θ translation.
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4.1 General Analysis

For the configuration given in (4.2) the magnetic charge associated with the ith

gauge field is given by

pi =

∫
dθdφF

(i)
θφ = 2π(bi(π) − bi(0)) . (4.5)

Since an additive constant in bi can be absorbed into the parameters ei, we can

set bi(0) = −pi/4π. This, together with (4.5), now gives

bi(0) = − pi
4π
, bi(π) =

pi
4π

. (4.6)

Requiring that the gauge field strength is smooth at the north and the south

poles we get

bi(θ) = − pi
4π

+ O(θ2) for θ ' 0

=
pi
4π

+ O((π − θ)2) for θ ' π . (4.7)

Finally requiring that the near horizon scalar fields are smooth at the poles gives

us(θ) = us(0) + O(θ2) for θ ' 0

= us(π) + O((π − θ)2) for θ ' π . (4.8)

Note that the smoothness of the background requires the Taylor series expansion

around θ = 0, π to contain only even powers of θ and (π − θ) respectively.

A simple way to see the SO(2, 1)× U(1) symmetry of the configuration (4.2)

is as follows. The U(1) transformation acts as a translation of φ and is clearly

a symmetry of this configuration. In order to see the SO(2,1) symmetry of this

background we regard φ as a compact direction and interprete this as a theory in

three dimensions labelled by coordinates {xm} ≡ (r, θ, t) with metric ĝmn, vectors

a
(i)
m and am (coming from the φ-m component of the metric) and scalar fields Φs,

ψ ≡ gφφ and χi ≡ A
(i)
φ . If we denote by f

(i)
mn and fmn the field strengths associated

with the three dimensional gauge fields a
(i)
m and am respectively, then the back-

ground (4.2) can be interpreted as the following three dimensional background:

d̂s
2 ≡ ĝmndx

mdxn = v1(θ)

(
−r2dt2 +

dr2

r2

)
+ β2 dθ2

Φs = us(θ), ψ = β2 v2(θ), χi = bi(θ) ,
1

2
f (i)
mndx

m ∧ dxn = ei dr ∧ dt,
1

2
fmndx

m ∧ dxn = −αdr ∧ dt . (4.9)
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The (r, t) coordinates now describe an AdS2 space and this background is mani-

festly SO(2, 1) invariant. In this description the Killing vectors take the standard

form

L1 = ∂t, L0 = t∂t − r∂r, L−1 = (1/2)(1/r2 + t2)∂t − (tr)∂r . (4.10)

Eq.(4.9) and hence (4.2) describes the most general field configuration consis-

tent with the SO(2, 1) × U(1) symmetry. Thus in order to derive the equations

of motion we can evaluate the action on this background and then extremize

the resulting expression with respect to the parameters labelling the background

(4.2). The only exception to this are the parameters ei and α labelling the field

strengths. The variation of the action with respect to these parameters do not

vanish, but give the corresponding conserved electric charges qi and the angular

momentum J (which can be regarded as the electric charge associated with the

three dimensional gauge field am.)

To implement this procedure we define:

f [α, β,~e, v1(θ), v2(θ), ~u(θ),~b(θ)] =

∫
dθdφ

√
− det gL . (4.11)

Note that f is a function of α, β, ei and a functional of v1(θ), v2(θ), us(θ) and

bi(θ). The equations of motion now correspond to1

∂f

∂α
= J,

∂f

∂β
= 0,

∂f

∂ei
= qi ,

δf

δv1(θ)
= 0 ,

δf

δv2(θ)
= 0,

δf

δus(θ)
= 0,

δf

δbi(θ)
= 0 .

(4.12)

Equivalently, if we define:

E[J, ~q, α, β, ~e, v1(θ), v2(θ), ~u(θ),~b(θ)] = 2π
(
Jα + ~q · ~e− f [α, β,~e, v1(θ), v2(θ), ~u(θ),~b(θ)]

)
,

(4.13)

then the equations of motion take the form:

∂E

∂α
= 0,

∂E

∂β
= 0,

∂E

∂ei
= 0 ,

δE

δv1(θ)
= 0 ,

δE

δv2(θ)
= 0,

δE

δus(θ)
= 0,

δE

δbi(θ)
= 0 .

(4.14)

These equations are subject to the boundary conditions (4.4), (4.7), (4.8). For

formal arguments it will be useful to express the various functions of θ appearing

1Our definition of the angular momentum differs from the standard one by a − sign.
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here by expanding them as a linear combination of appropriate basis states which

make the constraints (4.4), (4.7) manifest, and then varying E with respect to the

coefficients appearing in this expansion. The natural functions in terms of which

we can expand an arbitrary φ-independent function on a sphere are the Legendre

polynomials Pl(cos θ). We take

v1(θ) =
∞∑

l=0

ṽ1(l)Pl(cos θ) , v2(θ) = sin2 θ + sin4 θ
∞∑

l=0

ṽ2(l)Pl(cos θ) ,

us(θ) =
∞∑

l=0

ũs(l)Pl(cos θ) , bi(θ) = − pi
4π

cos θ + sin2 θ
∞∑

l=0

b̃i(l)Pl(cos θ) .

(4.15)

This expansion explicitly implements the constraints (4.4), (4.7) and (4.8). Sub-

stituting this into (4.13) gives E as a function of J , qi, α, β, ei, ṽ1(l), ṽ2(l), ũs(l)

and b̃i(l). Thus the equations (4.14) may now be reexpressed as

∂E

∂α
= 0,

∂E

∂β
= 0,

∂E

∂ei
= 0 ,

∂E

∂ṽ1(l)
= 0 ,

∂E

∂ṽ2(l)
= 0,

∂E

∂ũs(l)
= 0,

∂E

∂b̃i(l)
= 0 .

(4.16)

Let us now turn to the analysis of the entropy associated with this black

hole. For this it will be most convenient to regard this configuration as a two

dimensional extremal black hole by regarding the θ and φ directions as compact.

In this interpretation the zero mode of the metric ĝαβ given in (4.9), with α, β =

r, t, is interpreted as the two dimensional metric hαβ:

hαβ =
1

2

∫ π

0

dθ sin θ ĝαβ , (4.17)

whereas all the non-zero modes of ĝαβ are interpreted as massive symmetric rank

two tensor fields. This gives

hαβdx
αdxβ = v1(−r2dt2 + dr2/r2) , v1 = ṽ1(0) . (4.18)

Thus the near horizon configuration, regarded from two dimensions, involves AdS2

metric, accompanied by background electric fields f
(i)
αβ and fαβ, a set of massless

and massive scalar fields originating from the fields us(θ), v2(θ) and bi(θ), and a

set of massive symmetric rank two tensor fields originating from v1(θ). According

89



4.1 General Analysis

to the general results derived in [45, 46, 47, 48], the entropy of this black hole is

given by:

SBH = −8π
δS(2)

δR
(2)
rtrt

√
−hrr htt , (4.19)

where R
(2)
αβγδ is the two dimensional Riemann tensor associated with the metric

hαβ, and S(2) is the general coordinate invariant action of this two dimensional

field theory. In taking the functional derivative with respect to Rαβγδ in (4.19)

we need to express all multiple covariant derivatives in terms of symmetrized

covariant derivatives and the Riemann tensor, and then regard the components

of the Riemann tensor as independent variables.

We now note that for this two dimensional configuration that we have, the

electric field strengths f
(i)
αβ and fαβ are proportional to the volume form on AdS2,

the scalar fields are constants and the tensor fields are proportional to the AdS2

metric. Thus the covariant derivatives of all gauge and generally covariant tensors

which one can construct out of these two dimensional fields vanish. In this case

(4.19) simplifies to:

SBH = −8π
√
− det h

∂L(2)

∂R
(2)
rtrt

√
−hrr htt (4.20)

where
√
− det hL(2) is the two dimensional Lagrangian density, related to the

four dimensional Lagrangian density via the formula:

√
− det hL

(2) =

∫
dθdφ

√
− det gL . (4.21)

Also while computing (4.20) we set to zero all terms in L(2) which involve covari-

ant derivatives of the Riemann tensor and other gauge and general coordinate

covariant combinations of fields.

We can now proceed in a manner identical to that in [6] to show that the

right hand side of (4.20) is the entropy function at its extremum. First of all

from (4.18) it follows that

R
(2)
rtrt = v1 =

√
−hrrhtt . (4.22)

Using this we can express (4.20) as

SBH = −8π
√
− det h

∂L(2)

∂R
(2)
rtrt

R
(2)
rtrt . (4.23)
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Let us denote by L
(2)
λ a deformation of L(2) in which we replace all factors of

R
(2)
αβγδ for α, β, γ, δ = r, t by λR

(2)
αβγδ , and define

f
(2)
λ ≡

√
− det hL

(2)
λ , (4.24)

evaluated on the near horizon geometry. Then

λ
∂f

(2)
λ

∂λ
=

√
− det hR

(2)
αβγδ

∂L(2)

δR
(2)
αβγδ

= 4
√
− det hR

(2)
rtrt

∂L(2)

∂R
(2)
rtrt

. (4.25)

Using this (4.23) may be rewritten as

SBH = −2πλ
∂f

(2)
λ

∂λ

∣∣∣
λ=1

. (4.26)

Let us now consider the effect of the scaling

λ→ sλ, ei → sei, α→ sα, ṽ1(l) → sṽ1(l) for 0 ≤ l <∞ , (4.27)

under which λR
(2)
αβγδ → s2 λR

(2)
αβγδ. Now since L(2) does not involve any explicit

covariant derivatives, all indices of hαβ must contract with the indices in f
(i)
αβ,

fαβ, R
(2)
αβγδ or the indices of the rank two symmetric tensor fields whose near

horizon values are given by the parameters ṽ1(l). From this and the definition of

the parameters ei, ṽ1(l), and α it follows that L
(2)
λ remains invariant under this

scaling, and hence f
(2)
λ transforms to sf

(2)
λ , with the overall factor of s coming

from the
√
− det h factor in the definition of f

(2)
λ . Thus we have:

λ
∂f

(2)
λ

∂λ
+ ei

∂f
(2)
λ

∂ei
+ α

∂f
(2)
λ

∂α
+

∞∑

l=0

ṽ1(l)
∂f

(2)
λ

∂ṽ1(l)
= f

(2)
λ . (4.28)

Now it follows from (4.11), (4.21) and (4.24) that

f [α, β,~e, v1(θ), v2(θ), ~u(θ),~b(θ)] = f
(2)
λ=1 . (4.29)

Thus the extremization equations (4.12) implies that

∂f
(2)
λ

∂ei
= qi,

∂f
(2)
λ

∂α
= J,

∂f
(2)
λ

∂ṽ1(l)
= 0 , at λ = 1 . (4.30)
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Hence setting λ = 1 in (4.28) we get

λ
∂f

(2)
λ

∂λ

∣∣∣
λ=1

= −eiqi − Jα+ f
(2)
λ=1 = −eiqi − Jα+ f [α, β,~e, v1(θ), v2(θ), ~u(θ),~b(θ)] .

(4.31)

Eqs.(4.26) and the definition (4.13) of the entropy function now gives

SBH = E (4.32)

at its extremum.

Using the fact that the black hole entropy is equal to the value of the entropy

function at its extremum, we can derive some useful results following the analysis

of [6, 49]. If the entropy function has a unique extremum with no flat directions

then the extremization equations (4.16) determine the near horizon field configu-

ration completely and the entropy as well as the near horizon field configuration

is independent of the asymptotic moduli since the entropy function depends only

on the near horizon quantities. On the other hand if the entropy function has flat

directions then the extremization equations do not determine all the near horizon

parameters, and these undetermined parameters could depend on the asymptotic

values of the moduli fields. However even in this case the entropy, being inde-

pendent of the flat directions, will be independent of the asymptotic values of the

moduli fields.

Although expanding various θ-dependent functions in the basis of Legendre

polynomials is useful for general argument leading to attractor behaviour, for

practical computation it is often more convenient to directly solve the differential

equation in θ. For this we shall need to carefully take into account the effect of

the boundary terms. We shall see this while studying explicit examples.
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4.2 Extremal Rotating Black Hole in General

Two Derivative Theory

We now consider a four dimensional theory of gravity coupled to a set of scalar

fields {Φs} and gauge fields A
(i)
µ with a general two derivative action of the form:1

S =

∫
d4x

√
− det gL , (4.1)

L = R−hrs(~Φ)gµν∂µΦs∂νΦr−fij(~Φ)gµρgνσF (i)
µν F

(j)
ρσ −

1

2
f̃ij(~Φ) (

√
− det g)−1εµνρσF (i)

µν F
(j)
ρσ ,

(4.2)

where εµνρσ is the totally anti-symmetric symbol with εtrθφ = 1 and hrs, fij and

f̃ij are fixed functions of the scalar fields {Φs}. We use the following ansatz for

the near horizon configuration of the scalar and gauge fields2

ds2 = Ω(θ)2e2ψ(θ)(−r2dt2 + dr2/r2 + β2dθ2) + e−2ψ(θ)(dφ− αrdt)2

Φs = us(θ)
1

2
F (i)
µν dx

µ ∧ dxν = (ei − αbi(θ))dr ∧ dt+ ∂θbi(θ)dθ ∧ (dφ− αrdt) , (4.3)

with 0 ≤ φ < 2π, 0 ≤ θ ≤ π. Regularity at θ = 0 and θ = π requires that

Ω(θ)eψ(θ) → constant as θ → 0, π , (4.4)

and

βΩ(θ)e2ψ(θ) sin θ → 1 as θ → 0, π . (4.5)

This gives

Ω(θ) → a0 sin θ, eψ(θ) → 1√
βa0 sin θ

, as θ → 0,

Ω(θ) → aπ sin θ, eψ(θ) → 1√
βaπ sin θ

, as θ → π , (4.6)

where a0 and aπ are arbitrary constants. In the next two sections we shall describe

examples of rotating extremal black holes in various two derivative theories of

1In the rest of the chapter we shall be using the normalization of the Einstein-Hilbert term

as given in eq.(4.2). This corresponds to choosing the Newton’s constant GN to be 1/16π.
2This is related to the ansatz (4.2) by a reparametrization of the θ coordinate.
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gravity with near horizon geometry of the form described above. However none

of these black holes will be supersymmetric even though many of them will be

found in supersymmetric theories.

Using (4.2), (4.3) and (4.5) we get

E ≡ 2π(Jα + ~q · ~e−
∫
dθdφ

√
− det gL)

= 2πJα + 2π~q · ~e− 4π2

∫
dθ

[
2Ω(θ)−1β−1(Ω′(θ))2 − 2Ω(θ)β − 2Ω(θ)β−1(ψ′(θ))2

+
1

2
α2Ω(θ)−1βe−4ψ(θ) − β−1Ω(θ)hrs(~u(θ))u

′
r(θ)u

′
s(θ) + 4f̃ij(~u(θ))(ei − αbi(θ))b

′
j(θ)

+2fij(~u(θ))
{
βΩ(θ)−1e−2ψ(θ)(ei − αbi(θ))(ej − αbj(θ)) − β−1Ω(θ)e2ψ(θ)b′i(θ)b

′
j(θ)

} ]

+8π2
[
Ω(θ)2e2ψ(θ) sin θ(ψ′(θ) + 2Ω′(θ)/Ω(θ))

]θ=π
θ=0

. (4.7)

The boundary terms in the last line of (4.7) arise from integration by parts in∫ √
− det gL. Eq.(4.7) has the property that under a variation of Ω for which

δΩ/Ω does not vanish at the boundary and/or a variation of ψ for which δψ

does not vanish at the boundary, the boundary terms in δE cancel if (4.6) is

satisfied. This ensures that once the E is extremized under variations of ψ and Ω

for which δψ and δΩ vanish at the boundary, it is also extremized with respect to

the constants a0 and aπ appearing in (4.6) which changes the boundary values of

Ω and ψ. Also due to this property we can now extremize the entropy function

with respect to β without worrying about the constraint (4.5) since the additional

term that comes from the compensating variation in Ω and/or ψ will vanish due

to Ω and/or ψ equations of motion.

The equations of motion of various fields may now be obtained by extremizing

the entropy function E with respect to the functions Ω(θ), ψ(θ), us(θ), bi(θ) and

the parameters ei, α, β labelling the near horizon geometry. This gives

−4β−1Ω′′(θ)/Ω(θ) + 2β−1(Ω′(θ)/Ω(θ))2 − 2β − 2β−1(ψ′(θ))2 − 1

2
α2Ω(θ)−2βe−4ψ(θ)

−β−1hrs(~u(θ))u
′
r(θ)u

′
s(θ)

+2fij(~u(θ))
{
−βΩ(θ)−2e−2ψ(θ)(ei − αbi(θ))(ej − αbj(θ)) − β−1e2ψ(θ)b′i(θ)b

′
j(θ)

}

= 0 , (4.8)
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4β−1Ω(θ)ψ′′(θ) + 4β−1Ω′(θ)ψ′(θ) − 2α2Ω(θ)−1βe−4ψ(θ)

+2fij(~u(θ))
{
−2βΩ(θ)−1e−2ψ(θ)(ei − αbi(θ))(ej − αbj(θ)) −2β−1Ω(θ)e2ψ(θ)b′i(θ)b

′
j(θ)

}

= 0 , (4.9)

2
(
β−1Ω(θ)hrs(~u(θ))u

′
s(θ)

)′ − β−1Ω(θ)∂rhts(~u(θ))u
′
t(θ)u

′
s(θ)

+2∂rfij(~u(θ))
{
βΩ(θ)−1e−2ψ(θ)(ei − αbi(θ))(ej − αbj(θ)) − β−1Ω(θ)e2ψ(θ)b′i(θ)b

′
j(θ)

}

+4∂rf̃ij(~u(θ))(ei − αbi(θ))b
′
j(θ)

= 0 , (4.10)

−4αβfij(~u(θ))Ω(θ)−1e−2ψ(θ)(ej − αbj(θ)) + 4β−1
(
fij(~u(θ))Ω(θ)e2ψ(θ)b′j(θ)

)′

−4∂rf̃ij(~u(θ))u
′
r(θ)(ej − αbj(θ)) = 0 , (4.11)

qi = 8π

∫
dθ
[
fij(~u(θ))βΩ(θ)−1e−2ψ(θ)(ej − αbj(θ)) + f̃ij(~u(θ))b

′
j(θ)

]
, (4.12)

J = 2π

∫ π

0

dθ
[
αΩ(θ)−1βe−4ψ(θ) − 4βfij(~u(θ))Ω(θ)−1e−2ψ(θ)(ei − αbi(θ))bj(θ)

−4f̃ij(~u(θ))bi(θ)b
′
j(θ)

]
, (4.13)

∫
dθ I(θ) = 0 , (4.14)

I(θ) ≡ −2Ω(θ)−1β−2(Ω′(θ))2 − 2Ω(θ) + 2Ω(θ)β−2(ψ′(θ))2 +
1

2
α2Ω(θ)−1e−4ψ(θ)

+β−2Ω(θ)hrs(~u(θ))u
′
r(θ)u

′
s(θ)

+2fij(~u(θ))
{
Ω(θ)−1e−2ψ(θ)(ei − αbi(θ))(ej − αbj(θ)) + β−2Ω(θ)e2ψ(θ)b′i(θ)b

′
j(θ)

}
.

(4.15)

Here ′ denotes derivative with respect to θ. The required boundary conditions,

following from the requirement of the regularity of the solution at θ = 0, π, and

that the magnetic charge vector be ~p, are:

bi(0) = − pi
4π
, bi(π) =

pi
4π

, (4.16)

Ω(θ)eψ(θ) → constant as θ → 0, π , (4.17)
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βΩ(θ)e2ψ(θ) sin θ → 1 as θ → 0, π . (4.18)

us(θ) → constant as θ → 0, π . (4.19)

Using eqs.(4.8)-(4.11) one can show that

I ′(θ) = 0 . (4.20)

Thus I(θ) is independent of θ. As a consequence of eq.(4.14) we now have

I(θ) = 0 . (4.21)

Combining eqs.(4.8) and (4.21) we get

Ω′′ + β2Ω = 0 . (4.22)

A general solution to this equation is of the form

Ω = a sin(βθ + b) , (4.23)

where a and b are integration constants. In order that Ω has the behaviour given

in (4.6) for θ near 0 and π, and not vanish at any other value of θ, we must have

b = 0, β = 1 , (4.24)

and hence

Ω(θ) = a sin θ . (4.25)

In order to analyze the rest of the equations, it will be useful to consider the

Taylor series expansion of ur(θ) and bi(θ) around θ = 0, π

ur(θ) = ur(0) +
1

2
θ2u′′r(0) + · · ·

ur(θ) = ur(π) +
1

2
(θ − π)2u′′r(π) + · · ·

bi(θ) = bi(0) +
1

2
θ2b′′i (0) + · · ·

bi(θ) = bi(π) +
1

2
(θ − π)2b′′i (π) + · · · , (4.26)

where we have made use of (4.7), (4.8). We now substitute (4.26) into (4.11) and

study the equation near θ = 0 by expanding the left hand side of the equation
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in powers of θ and using the boundary conditions (4.6). Only odd powers of θ

are non-zero. The first non-trivial equation, appearing as the coefficient of the

order θ term, involves bi(0), b′′i (0) and b′′′′i (0) and can be used to determine b′′′′i (0)

in terms of bi(0) and b′′i (0). Higher order terms determine higher derivatives of

bi at θ = 0 in terms of bi(0) and b′′i (0). As a result b′′i (0) is not determined in

terms of bi(0) by solving the equations of motion near θ = 0 and we can choose

bi(0) and b′′i (0) as the two independent integration constants of this equation. Of

these bi(0) is determined directly from (4.16). On the other hand for a given

configuration of the other fields, b′′i (0) is also determined from (4.16) indirectly

by requiring that bi(π) be pi/4π. Thus we expect that generically the integration

constants associated with the solutions to eqs.(4.11) are fixed by the boundary

conditions (4.16).

Let us now analyze eqs.(4.10) and (4.21) together, – eq.(4.9) holds automati-

cally when the other equations are satisfied. For this it will be useful to introduce

a new variable

τ = ln tan
θ

2
, (4.27)

satisfying
dτ

dθ
=

1

sin θ
. (4.28)

As θ varies from 0 to π, τ varies from −∞ to ∞. We denote by · derivative with

respect to τ and rewrite eqs.(4.10) and (4.21) in this variable. This gives

2a2(hrs(~u)u̇s)
· − a2∂thrs(~u)u̇tu̇s + 4a∂rf̃ij(~u)(ei − αbi)ḃj

+2∂rfij(~u)
{
e−2ψ(ei − αbi)(ej − αbj) − a2e2ψ ḃiḃj

}
= 0 , (4.29)

and

−2a2+2a2ψ̇2+
1

2
α2e−4ψ+a2hrs(~u)u̇ru̇s+2fij(~u)

{
e−2ψ(ei − αbi)(ej − αbj) + a2e2ψ ḃiḃj

}
= 0 .

(4.30)

If we denote by m the number of scalars then we have a set of m second order

differential equations and one first order differential equation, giving altogether

2m+ 1 constants of integration. We want to see in a generic situation how many

of these constants are fixed by the required boundary conditions on ~u and ψ. We

shall do this by requiring that the equations and the boundary conditions are
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consistent. Thus for example if ψ, {bi} and {us} satisfy their required boundary

conditions then we can express the equations near θ = 0 (or θ = π) as:

2a2(ĥrsu̇s)
· ' 0 , (4.31)

and

− 2a2 + a2ĥrsu̇ru̇s + 2a2ψ̇2 ' 0 . (4.32)

Here ĥrs are constants giving the value of hrs(~u) at ~u = ~u(0) (or ~u = ~u(π)). Note

that we have used the boundary conditions to set some of the terms to zero but

have kept the terms containing highest derivatives of ψ and ur even if they are

required to vanish due to the boundary conditions. The general solutions to these

equations near θ = 0 are

us(θ) ' cs + vsτ , ψ(θ) ' c− τ

√
1 − 1

2
ĥrsvsvs . (4.33)

where cs, vs and c are the 2m + 1 integration constants. Since τ → −∞ as

θ → 0, in order that us approaches a constant value us(0) as θ → 0, we must

require all the vs to vanish. On the other hand requiring that ψ satisfies the

boundary condition (4.18) determines c to be − ln(2
√
a). This gives altogether

m + 1 conditions on the (2m + 1) integration constants. Carrying out the same

analysis near θ = π gives another (m + 1) conditions among the integration

constants. Thus the boundary conditions on ~u and ψ not only determine all

(2m+ 1) integration constants of (4.29), (4.30), but give an additional condition

among the as yet unknown parameters a, α and ei entering the equations.

This constraint, together with the remaining equations (4.12) and (4.13), gives

altogether n + 2 constraints on the n + 2 variables ei, a and α, where n is the

number of U(1) gauge fields. Since generically (n+2) equations in (n+2) variables

have only a discrete number of solutions we expect that generically the solution

to eqs.(4.8)-(4.19) has no continuous parameters.

In special cases however some of the integration constants may remain unde-

termined, reflecting a family of solutions corresponding to the same set of charges.

As discussed in section 4.1, these represent flat directions of the entropy function

and hence the entropy associated with all members of this family will have iden-

tical values. We shall now give a more direct argument to this effect. Suppose
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as we go from one member of the family to a neighbouring member, each scalar

field changes to

ur(θ) → ur(θ) + δur(θ), (4.34)

and suppose all the other fields and parameters change in response, keeping the

electric charges qi, magnetic charges pi and angular momentum fixed:

Ω → Ω + δΩ, ψ → ψ + δψ, bi → bi + δbi,

ei → ei + δei, α→ α+ δα, β → β + δβ . (4.35)

Let us calculate the resulting change in the entropy E. The changes in ei, α, β

do not contribute to any change in E, since ∂ei
E = 0, ∂αE = 0 and ∂βE = 0. The

only possible contributions from varying Ω, ψ, bi, ur can come from boundary

terms, since the bulk equations are satisfied. Varying E subject to the equations

of motion, one finds the following boundary terms at the poles:

δE = 8π2
[
β−1Ωhrsu

′
rδus − 2f̃ij(ei − αbi)δbj + 2fij

{
β−1Ωe2ψb′i

}
δbj

+β−1
(
−2Ω−1Ω′δΩ + 2Ωψ′δψ + δ(Ωψ′ + 2Ω′)

)]θ=π
θ=0

. (4.36)

Terms involving δbi at the boundary vanish since the boundary conditions (4.16),

(4.26) imply that for fixed magnetic charges δbi and b′i must vanish at θ = 0 and

θ = π. Our boundary conditions imply that variations of Ω and ψ at the poles

are not independent. From the boundary condition (4.5) it follows that

δΩ = −2Ωδψ (4.37)

at θ = 0, π, while from (4.6) one can see that at the poles

δψ′ = 0 . (4.38)

Combining the previous two equations gives

δΩ′ = −2Ω′δψ (4.39)

at the poles. If we vary just Ω and ψ one finds

δ{Ω,ψ}E = 8π2β−1
[
−2Ω−1Ω′δΩ + 2Ωψ′δψ + δ(Ωψ′ + 2Ω′)

]θ=π
θ=0

= 8π2β−1 [4Ω′δψ + 2Ωψ′δψ + ψ′δΩ + 2δΩ′]
θ=π
θ=0

= 0 . (4.40)
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Finally, the boundary terms proportional to δur go like,

δ~uE ∝
[
Ωhrsu

′
rδus

]π
0
. (4.41)

Since Ω → 0 as θ → 0, π, these too vanish. Thus we learn that the entropy is

independent of any undetermined constant of integration.

Before concluding this section we would like to note that using the equations

of motion for various fields we can express the charges qi, the angular momentum

J as well as the black hole entropy, ı.e. the value of the entropy function at its

extremum, as boundary terms evaluated at θ = 0 and θ = π. For example using

(4.11) we can express (4.12) as

qi =
8π

α

[
fijΩe

2ψb′j − f̃ij(ej − αbj)
]θ=π
θ=0

(4.42)

Similarly using (4.9) and (4.11) we can express (4.13) as

J =
4π

α

[
Ωψ′ − Ωfije

2ψbib
′
j + f̃ijbi(ej − αbj)

]θ=π
θ=0

− qiei
2α

(4.43)

Finally using (4.8), (4.9) we can express the entropy function E given in (4.7) as

E = 8π2

[
−2Ω′ + Ω2e2ψ sin θ

(
ψ′ + 2

Ω′

Ω

)]θ=π

θ=0

(4.44)

Using eq.(4.25) and the boundary conditions (4.6) this gives,

E = 16π2a (4.45)

Using eqs. (4.3) and (4.25) it is easy to see that E = A/4GN where A is the area

of the event horizon. (Note that in our conventions GN = 1/16π). This is the

expected result for theories with two derivative action.

4.3 Solutions with Constant Scalars

In this section we shall solve the equations derived in section 4.2 in special cases

where there are no scalars or where the scalars us(θ) are constants:

~u(θ) = ~u0 . (4.1)
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In this case we can combine (4.9), (4.21), (4.24) and (4.25) to get

sin2 θ(ψ′′ + (ψ′)2) + sin θ cos θψ′ − α2

4a2
e−4ψ − 1 = 0 . (4.2)

The unique solution to this equation subject to the boundary conditions (4.18)

is:

e−2ψ(θ) =
2a sin2 θ

2 − (1 −
√

1 − α2) sin2 θ
. (4.3)

We now define the coordinate ξ through the relation:

ξ = − 2

α
tan−1

(
α

1 +
√

1 − α2
cos θ

)
, (4.4)

so that

dξ =
dθ

Ω(θ)e2ψ(θ)
. (4.5)

As θ varies from 0 to π, ξ varies from −ξ0 to ξ0, with ξ0 given by

ξ0 =
1

α
sin−1 α . (4.6)

In terms of this new coordinate ξ, (4.11) takes the form:

d2

dξ2
(ei − αbi(θ)) + α2(ei − αbi(θ)) = 0 . (4.7)

This has solution:

(ei − αbi(θ)) = Ai sin (αξ +Bi) , (4.8)

where Ai and Bi are integration constants. These can be determined using the

boundary condition (4.16):

Ai sin(−αξ0 +Bi) = ei + α
pi
4π

, Ai sin(αξ0 +Bi) = ei − α
pi
4π

. (4.9)

This gives

Bi = tan−1

(
−4πei
αpi

tan(αξ0)

)
= tan−1

(
− 4πei

pi
√

1 − α2

)
,

Ai =

(
e2i

cos2(αξ0)
+

α2p2
i

16π2 sin2(αξ0)

)1/2

=

(
e2i

1 − α2
+

p2
i

16π2

)1/2

. (4.10)
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Using (4.42) we now get:

qi = 16π
∑

j

(
fij(~u0) sinBj − f̃ij(~u0) cosBj

)
Aj = 16 π

∑

j

{
fij(~u0)

ej√
1 − α2

+ f̃ij(~u0)
pj
4π

}
.

(4.11)

This gives Ai, Bi and ei in terms of a, α, ~u0 and the charges ~q, ~p, J .

Substituting the known solutions for Ω(θ), ψ(θ) and bi(θ) into eq.(4.21) and

evaluating the left hand side of this equation at θ = π/2 we get

a
√

1 − α2 =
∑

i,j

fij(~u0)AiAj cos(Bi − Bj) =
∑

i,j

fij(~u0)

{
pipj
16π2

+
eiej

1 − α2

}
.

(4.12)

On the other hand (4.43) gives

J = 8πaα . (4.13)

Since Ai, Bi and ei are known in terms of a, α, ~u0 and ~q, ~p, J , we can use (4.12)

and (4.13) to solve for α and a in terms of ~u0, ~q, ~p and J . (4.45) then gives the

black hole entropy in terms of ~u0, ~q, ~p and J . The final results are:

α =
J√

J2 + Veff(~u0, ~q, ~p)2
, a =

√
J2 + Veff(~u0, ~q, ~p)2

8π
, (4.14)

and

SBH = 2π
√
J2 + Veff(~u0, ~q, ~p)2 , (4.15)

where

Veff (~u0, ~q, ~p) =
1

32π
f ij(~u0)q̂iq̂j +

1

2π
fij(~u0)pipj (4.16)

is the effective potential introduced in [5]. Here f ij(~u0) is the matrix inverse of

fij(~u0) and

q̂i ≡ qi − 4 f̃ij(~u0) pj . (4.17)

Finally we turn to the determination of ~u0. If there are no scalars present in the

theory then of course there are no further equations to be solved. In the presence

of scalars we need to solve the remaining set of equations (4.10). In the special

case when all the fij and f̃ij are independent of ~u these equations are satisfied by

any constant ~u = ~u0. Thus ~u0 is undetermined and represent flat directions of the
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entropy function. However if fij and f̃ij depend on ~u then there will be constraints

on ~u0. First of all note that since the entropy must be extremized with respect to

all possible deformations consistent with the SO(2, 1)× U(1) symmetry, it must

be extremized with respect to ~u0. This in turn requires that ~u0 be an extremum

of Veff(~u0, ~q, ~p) as in [5]. In this case however there are further conditions coming

from (4.10) since the entropy function must also be extremized with respect to

variations for which the scalar fields are not constant on the horizon. In fact in

the generic situation it is almost impossible to satisfy (4.10) with constant ~u(θ).

We shall now discuss a special case where it is possible to satisfy these equations,

– this happens for purely electrically charged black holes when there are no F F̃

coupling in the theory (ı.e. when f̃ij(~u) = 0).1 In this case (4.10) gives

Bi =
π

2
, Ai =

ei
cos(αξ0)

=
ei√

1 − α2
, (4.18)

and eqs.(4.11), (4.8) give, respectively,

Ai =
1

16π
f ij(~u0)qj, ei =

√
1 − α2

16π
f ij(~u0)qj , (4.19)

(ei − αbi(θ)) = Ai cos(αξ) =
1

16π
f ij(~u0)qj cos(αξ)

=
1

16π
f ij(~u0)qj

2
√

1 − α2 + (1 −
√

1 − α2) sin2 θ

2 − (1 −
√

1 − α2) sin2 θ
. (4.20)

If following (4.16) we now define:

Veff(~u, ~q) =
1

32π
f ij(~u)qiqj , (4.21)

then substituting the known solutions for Ω and ψ into eq.(4.10) and using (4.20)

we can see that (4.10) is satisfied if the scalars are at an extremum ~u0 of Veff ,

ı.e.

∂rVeff(~u0, ~q) = 0 . (4.22)

With the help of (4.19), eq.(4.12) now takes the form:

a
√

1 − α2 =
1

256π2
f ij(~u0, ~q)qiqj =

1

8π
Veff(~u0, ~q) , (4.23)

1Clearly there are other examples with non-vanishing pi and/or f̃ij related to this one by

electric-magnetic duality rotation.
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Using (4.13), (4.23) we get

α =
J√

J2 + (Veff (~u0, ~q))
2
, a =

√
J2 + (Veff(~u0, ~q))

2

8π
, (4.24)

Ω =

√
J2 + (Veff(~u0, ~q))

2

8π
sin θ,

e−2ψ =
1

4π

(
J2 + (Veff(~u0, ~q))

2) sin2 θ

(1 + cos2 θ)
√
J2 + (Veff(~u0, ~q))

2 + Veff(~u0, ~q) sin2 θ
, (4.25)

(ei − bi(θ)) =
1

16π
f ij(~u0)qj

2Veff + (
√
J2 + V 2

eff − Veff) sin2 θ

2
√
J2 + V 2

eff − (
√
J2 + V 2

eff − Veff) sin2 θ
(4.26)

Eq.(4.45) now gives the black hole entropy to be

SBH = 2π
√
J2 + (Veff(~u0, ~q))2 . (4.27)

We shall now illustrate the results using explicit examples of extremal Kerr

black hole and extremal Kerr-Newman black hole.

4.3.1 Extremal Kerr Black Hole in Einstein Gravity

We consider ordinary Einstein gravity in four dimensions with action

S =

∫
d4x
√

− det gL, L = R . (4.28)

In this case since there are no matter fields we have Veff(~u0, ~q) = 0. Let us

for definiteness consider the case where J > 0. It then follows from the general

results derived earlier that

α = 1, a =
J

8π
, (4.29)

Ω =
J

8π
sin θ, e−2ψ =

J

4π

sin2 θ

1 + cos2 θ
, (4.30)

and

SBH = 2πJ . (4.31)

Thus determines the near horizon geometry and the entropy of an extremal Kerr

black hole and agrees with the results of [8].
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4.3.2 Extremal Kerr-Newman Black Hole in Einstein-Maxwell

Theory

Here we consider Einstein gravity in four dimensions coupled to a single Maxwell

field:

S =

∫
d4x
√

− det gL, L = R− 1

4
FµνF

µν . (4.32)

In this case we have f11 = 1
4
. Hence f 11 = 4 and

Veff(~u0, ~q) =
q2

8π
. (4.33)

Thus we have

α =
J√

J2 + (q2/8π)2
, a =

√
J2 + (q2/8π)2

8π
. (4.34)

Ω = a sin θ, e−2ψ =
2a sin2 θ

1 + cos2 θ + q2 sin2 θ/

(
8π
√
J2 + (q2/8π)2

) , (4.35)

and

SBH = 2π

√
J2 + (q2/8π)2 . (4.36)

The near horizon geometry given in (4.34), (4.35) agrees with the results of [8].

Comparing (4.24)-(4.27) with (4.34)-(4.36) we see that the results for the

general case of constant scalar field background is obtained from the results for

extremal Kerr-Newman black hole carrying electric charge q via the replacement

of q by qeff where

qeff =
√

8π Veff(~u0, ~q) . (4.37)

4.4 Examples of Attractor Behaviour in Full Black

Hole Solutions

The set of equations (4.8)-(4.13) and (4.21) are difficult to solve explicitly in the

general case. However there are many known examples of rotating extremal black

hole solutions in a variety of two derivative theories of gravity. In this section
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we shall examine the near horizon geometry of these solutions and check that

they obey the consequences of the generalized attractor mechanism discussed in

sections 4.1 and 4.2.

4.4.1 Rotating Kaluza-Klein Black Holes

In this section we consider the four dimensional theory obtained by dimensional

reduction of the five dimensional pure gravity theory on a circle. The relevant

four dimensional fields include the metric gµν , a scalar field Φ associated with the

radius of the fifth dimension and a U(1) gauge field Aµ. The lagrangian density

is given by

L = R− 2gµν∂µΦ∂νΦ − e2
√

3Φgµρgνσ FµνFρσ . (4.1)

Identifying Φ as Φ1 and Aµ as A
(1)
µ and comparing (4.2) and (4.1) we see that we

have in this example

h11 = 2, f11 = e2
√

3Φ . (4.2)

Suppose we have an extremal rotating black hole solution in this theory with

near horizon geometry of the form given in (4.3). Let us define τ = ln tan(θ/2)

as in (4.27), denote by · derivative with respect to τ and define

χ(θ) = e− αb(θ) . (4.3)

Using (4.24) and (4.25) we can now express appropriate linear combinations of

eqs.(4.9) - (4.11) and (4.21) as

ψ̈ =
α2

4a2
e−4ψ + 1 − ψ̇2 − Φ̇2 (4.4)

Φ̈ +
√

3e2
√

3Φ
{
e−2ψa−2χ2 − α−2e2ψχ̇2

}
= 0 (4.5)

α2a−2e2
√

3Φ−2ψχ+
(
e2

√
3Φ+2ψχ̇

)
˙ = 0 . (4.6)

−2a2+2a2ψ̇2+
1

2
α2e−4ψ+2a2Φ̇2+2

{
e2

√
3Φ−2ψχ2 + a2α−2e2

√
3Φ+2ψχ̇2

}
= 0 . (4.7)

Refs.[9, 10, 50] explicitly constructed rotating charged black hole solutions in this

theory. Later we shall analyze the near horizon geometry of these black holes in

extremal limit and verify that they satisfy eqs.(4.4)-(4.7).
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Next we note that the lagrangian density (4.1) has a scaling symmetry:

Φ → Φ + λ, Fµν → e−
√

3λFµν . (4.8)

Since the magnetic and electric charges p and q are proportional to Fθφ and

∂L/∂Frt respectively, we see that under the transformation (4.8), q and p trans-

forms to e
√

3λq and e−
√

3λp respectively. Thus if we want to keep the electric and

the magnetic charges fixed, we need to make a compensating transformation of

the parameters labelling the electric and magnetic charges of the solution. This

shows that we can generate a one parameter family of solutions carrying fixed

electric and magnetic charges by using the transformation:

Φ → Φ + λ, Fµν → e−
√

3λFµν , Q→ e−
√

3λQ, P → e
√

3λP , (4.9)

where Q and P are electric and magnetic charges labelling the original solution.

This transformation will change the asymptotic value of the scalar field Φ leaving

the electric and magnetic charges fixed. Thus according to the general arguments

given in section 4.1, the entropy associated with the solution should not change

under the deformation (4.9). On the other hand since (4.8) is a symmetry of the

theory, the entropy is also invariant under this transformation. Combining these

two results we see that the entropy must be invariant under

Q→ e−
√

3λQ, P → e
√

3λP . (4.10)

Furthermore if the entropy function has no flat direction so that the near horizon

geometry is fixed completely by extremizing the entropy function then the near

horizon geometry, including the scalar field configuration, should be invariant

under the transformation (4.9).

4.4.1.1 The black hole solution

We now turn to the black hole solution described in [9, 10, 50]. The metric

associated with this solution is given by

ds2 = − ∆̃√
fpfq

(dt−wdφ)2 +

√
fpfq

∆
dr2 +

√
fpfqdθ

2 +
∆
√
fpfq

∆̃
sin2 θdφ2 (4.11)
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where

fp = r2 + a2
K cos2 θ + r(p̃− 2MK) +

p̃

p̃+ q̃

(p̃− 2MK) (q̃ − 2MK)

2

− p̃
√

(p̃2 − 4M2
K) (q̃2 − 4M2

K)

2(p̃+ q̃)

aK
MK

cos θ (4.12)

fq = r2 + a2
K cos2 θ + r(q̃ − 2MK) +

q̃

p̃+ q̃

(p̃− 2MK) (q̃ − 2MK)

2

+
q̃
√

(p̃2 − 4M2
K) (q̃2 − 4M2

K)

2(p̃+ q̃)

aK
MK

cos θ (4.13)

w =
√
p̃q̃

(p̃q̃ + 4M 2
K)r −MK(p̃− 2MK)(q̃ − 2MK)

2(p̃+ q̃)∆̃

aK
MK

sin2 θ (4.14)

∆ = r2 − 2MKr + a2
K (4.15)

∆̃ = r2 − 2MKr + a2
K cos2 θ . (4.16)

MK , aK, p̃ and q̃ are four parameters labelling the solution. The solution for the

dilaton is of the form

exp(−4Φ/
√

3) =
fp
fq
. (4.17)

The dilaton has been asymptotically set to 0, but this can be changed using the

transformation (4.9). Finally, the gauge field is given by

At = −f−1
q

(
Q

4
√
π

(
r +

p̃− 2MK

2

)
+

1

2

aK
MK

√
q̃3 (p̃2 − 4M2

K)

4 (p̃+ q̃)
cos θ

)
(4.18)

Aφ = − P

4
√
π

cos θ − f−1
q

P

4
√
π
a2
K sin2 θ cos θ

−1

2
f−1
q sin2 θ

aK
MK

√
p̃ (q̃2 − 4M2

K)

4 (p̃+ q̃)3

[
(p̃+ q̃)(p̃r −MK(p̃− 2MK)) + q̃(p̃2 − 4M2

K)
]

(4.19)

where Q and P , labelling the electric and magnetic charges of the black hole, are

given by,

Q2 = 4π
q̃(q̃2 − 4M2

K)

(p̃+ q̃)
(4.20)

P 2 = 4π
p̃(p̃2 − 4M2

K)

(p̃+ q̃)
. (4.21)
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The mass and angular momentum of the black hole can be expressed in terms of

MK , aK, p̃ and q̃ as follows:1

M = 4π (q̃ + p̃) (4.22)

J = 4π aK (p̃q̃)1/2 p̃q̃ + 4M 2
K

MK(p̃+ q̃)
. (4.23)

4.4.1.2 Extremal limit: The ergo-free branch

As first discussed in [10], in this case the moduli space of extremal black holes

consist of two branches. Let us first concentrate on one of these branches cor-

responding to the surface W in [10]. We consider the limit: MK , aK → 0 with

aK/MK, q̃ and p̃ held finite. In this limit q̃, p̃ and aK/MK can be taken as the

independent parameters labelling the solution. Then (4.20-4.23) become

M = 4π (q̃ + p̃) (4.24)

Q2 = 4π
q̃3

(q̃ + p̃)
(4.25)

P 2 = 4π
p̃3

(q̃ + p̃)
(4.26)

J = 4π
aK
MK

(p̃q̃)3/2

p̃+ q̃
=

aK
MK

|PQ| . (4.27)

For definiteness we shall take P and Q to be positive from now on.

In this limit ∆, ∆̃, fp, fq, w and Aµ become

∆ = ∆̃ = r2 (4.28)

fp = r2 + p̃r +
p̃2q̃

2(p̃+ q̃)

(
1 − aK

MK
cos θ

)
(4.29)

fq = r2 + q̃r +
q̃2p̃

2(p̃+ q̃)

(
1 +

aK
MK

cos θ

)
(4.30)

w =
(p̃q̃)

3
2

2(p̃+ q̃)

aK
MK

sin2 θ

r
=

J

8π

sin2 θ

r
(4.31)

1In defining the mass and angular momentum we have taken into account the fact that we

have GN = 1/16π. At present the normalization of the charges Q and P have been chosen

arbitrarily, but later we shall relate them to the charges q and p introduced in section 4.2.
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At = − Q

4
√
π
f−1
q

((
r +

p̃

2

)
+

1

2

(
aK
MK

)
p̃ cos θ

)
(4.32)

Aφ = − P

4
√
π

[
cos θ +

1

2
f−1
q sin2 θ

(
aK
MK

)
q̃

(p̃+ q̃)
((p̃+ q̃)r + q̃p̃)

]
(4.33)

In order that the scalar field configuration is well defined everywhere outside

the horizon, we need fp/fq to be positive in this region. This gives

aK ≤MK . (4.34)

This in turn implies that the coefficient of gtt, being proportional to ∆̃/
√
fpfq

remains positive everywhere outside the horizon. Thus there is no ergo-sphere

for this black hole. We call this branch of solutions the ergo-free branch.

4.4.1.3 Near horizon behaviour

In our coordinate system the horizon is at r = 0. To find the near horizon

geometry, we consider the limit

r → sr, t→ s−1t s→ 0 . (4.35)

Metric The near horizon behaviour of the metric is given by:

ds2 = − r2

v1(θ)
(dt− b

r
dφ)2 + v1(θ)

(
dr2

r2
+ dθ2 + sin2 θdφ2

)
(4.36)

with

v1(θ) = lim
r→0

√
fpfq =

1

8π

√
P 2Q2 − J2 cos2 θ, b =

J

8π
sin2 θ . (4.37)

By straightforward algebraic manipulation this metric can be rewritten as

ds2 =
a2 sin2 θ

v1(θ)
(dφ− αrdt′)

2
+ v1(θ)

(
−r2dt′2 +

dr2

r2
+ dθ2

)
(4.38)

with

t′ = t/a , (4.39)

a =
1

8π

√
P 2Q2 − J2 , (4.40)

α = −J/
√
P 2Q2 − J2 . (4.41)
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Figure 4.1: Radial evolution of the scalar field starting with different asymptotic

values at three different values of θ. We take P = Q = 4
√
π, J = 16π/3 for

Φ∞ = 0, and then change Φ∞ and P , Q using the transformation (4.9).

Gauge fields Near the horizon the gauge fields behave like

1

2
Fµνdx

µdxν =

[
2a

√
π

Q

1

(1 + µ cos θ)
dr ∧ dt′ + 1

4
√
π
P sin θ

(1 − µ2)

(1 + µ cos θ)2dθ ∧ (dφ− αrdt′)

]
,

(4.42)

where

µ =
J

PQ
. (4.43)

Scalar Field In the near horizon limit the scalar field becomes

e−4Φ/
√

3
∣∣∣
r=M

=

(
P

Q

) 2
3 PQ− J cos θ

PQ+ J cos θ
(4.44)

Entropy Finally the entropy associated with this solution is given by

SBH = 4π

∫
dθdφ

√
gθθ gφφ = 16π2a = 2π

√
P 2Q2 − J2 . (4.45)

We now see that the entropy is invariant under (4.10) and the near horizon

background, including the scalar field configuration given in (4.44), is invariant
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Figure 4.2: Scalar field profile at the horizon of the Kaluza-Klein black hole. We

take P = Q = 4
√
π, J = 16π/3 for Φ∞ = 0, and then change Φ∞ and P , Q

using the transformation (4.9). The figure shows that the scalar field profile at

the horizon is independent of Φ∞.

under the transformation (4.9).1 This shows that the near horizon field configu-

ration is independent of the asymptotic value of the modulus field Φ. This can

also be seen explicitly by studying the radial evolution of Φ for various asymp-

totic values of Φ; numerical results for this evolution have been plotted in fig.4.1.

Fig.4.2 shows the plot of Φ(θ) vs. θ at the horizon of the black hole.

4.4.1.4 Entropy function analysis

The analysis of section 4.4.1.3 shows that the near horizon field configuration is

precisely of the form described in eq.(4.3) with

Ω(θ) = a sin θ, e−2ψ(θ) =
8π a2 sin2 θ√

P 2Q2 − J2 cos2 θ
, e− αb(θ) =

2
√
π a

Q

1

(1 + µ cos θ)
,

e−4Φ/
√

3 =

(
P

Q

) 2
3 PQ− J cos θ

PQ+ J cos θ
, a =

1

8π

√
P 2Q2 − J2, α = − J√

P 2Q2 − J2
.

(4.46)

1As described in eqs.(4.48), (4.49), the charges q, p are related to the parameters Q, P by

some normalization factors. These factors do not affect the transformation laws of the charges

given in (4.9), (4.10).
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We can easily verify that this configuration satisfies eqs.(4.4)-(4.7) obtained by

extremizing the entropy function.

Using eq.(4.16) with values of h11 and f11 given in (4.2) we get

e =
1

2
[(e− αb(π)) + (e− αb(0))] =

P 2Q

4
√
π
√
P 2Q2 − J2

, (4.47)

and

p = −2π

α
[(e− αb(π)) − (e− αb(0))] =

√
π P . (4.48)

Eq.(4.42) now gives

q =
8π

α

[
e2

√
3Φb′

sin θ

]π

0

= 4
√
π Q . (4.49)

Finally the right hand side of eq.(4.43) evaluated for the background (4.46) gives

the answer J showing that we have correctly identified the parameter J as the

angular momentum carried by the black hole.

4.4.1.5 The ergo-branch

The extremal limit on this branch, corresponding to the surface S in [10], amounts

to taking

aK = MK (4.50)

in the black hole solution. Thus we have the relations

Q2 = 4π
q̃(q̃2 − 4M2

K)

(p̃+ q̃)
, P 2 = 4π

p̃(p̃2 − 4M2
K)

(p̃+ q̃)
, J = 4π

√
p̃q̃
p̃q̃ + 4M 2

K

(p̃+ q̃)
.

(4.51)

In order to take the near horizon limit of this solution we first let

r → r +MK (4.52)

which shifts the horizon to r = 0. Near the horizon ∆, ∆̃ and w become

∆ = r2 (4.53)

∆̃ = −M2
K sin2 θ + O(r2) (4.54)

w = −
√
q̃p̃ (1 + w̄r) + O(r2) (4.55)
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with

w̄ =
p̃q̃ + 4M 2

K

2(p̃+ q̃)M 2
K

. (4.56)

Note that ∆̃ changes from being positive at large distance to negative at the

horizon. Thus gtt changes sign as we go from the asymptotic region to the horizon

and the solution has an ergo-sphere. We call this branch of solutions the ergo-

branch. Using eqs.(4.53)-(4.56) we can write the metric as

ds2 =
M2

K sin2 θ√
fpfq

(
dt+

√
q̃p̃(1 + w̄r)dφ

)2

+
√
fpfq

(
dr2

r2
+ dθ2 − r2

M2
K

dφ2

)
+ · · ·

(4.57)

where · · · denote terms which will eventually vanish in the near horizon limit that

we are going to describe below. After letting

φ→ φ− t/
√
q̃p̃ (4.58)

and taking the near horizon limit

r → s r, t→ s−1 t, s→ 0 , (4.59)

the metric becomes

ds2 =
M2

K sin2 θ

v1(θ)
(
√
q̃p̃dφ− w̄rdt)2 + v1(θ)

(
dr2

r2
+ dθ2 − r2

M2
K q̃p̃

dt2
)

(4.60)

where

v1(θ) = lim
r→0

√
fp fq . (4.61)

Finally rescaling

t→MK

√
q̃p̃ t (4.62)

the metric becomes of the form given in (4.3) with

Ω = MK

√
p̃q̃ sin θ, e−2ψ =

M2
K p̃q̃ sin2 θ

v1(θ)
, α = MK w̄ . (4.63)

Using eqs.(4.56) and (4.51) we find that

α =
J√

J2 − P 2Q2
, Ω =

1

8π

√
J2 − P 2Q2 sin θ, e−2ψ =

(J2 − P 2Q2) sin2 θ

64π2v1(θ)
.

(4.64)
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Figure 4.3: Radial evolution of the scalar field for an ergo-branch black hole

starting with different asymptotic values at five different values of θ. We take

P = Q = 2
√
π and J = 4π

√
2 for Φ∞ = 0, and then change Φ∞ and P , Q using

the transformation (4.9).
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4.4 Examples of Attractor Behaviour in Full Black Hole Solutions

The scalar field Φ becomes in this limit

e−4Φ/
√

3 =
fp
fq
, (4.65)

where fp and fq now refer to the functions fp and fq at the horizon:

fp = −M2
K sin2 θ+MK p̃+

p̃

p̃+ q̃

(p̃− 2MK) (q̃ − 2MK)

2
− p̃
√

(p̃2 − 4M2
K) (q̃2 − 4M2

K)

2(p̃+ q̃)
cos θ

(4.66)

fq = −M2
K sin2 θ+MK q̃+

q̃

p̃+ q̃

(p̃− 2MK) (q̃ − 2MK)

2
+
q̃
√

(p̃2 − 4M2
K) (q̃2 − 4M2

K)

2(p̃+ q̃)
cos θ .

(4.67)

The near horizon gauge field can also be calculated by a tedious but straight-

forward procedure after taking into account the change in coordinates described

above. The final result is of the form given in (4.3) with

e− αb(θ) =
MK

√
p̃q̃

4
√
π fq

(
1

2

p̃

q̃
Q sin2 θ + P

√
q̃

p̃
cos θ

)
. (4.68)

This gives

e =
1

2
[(e− αb(π)) + (e− αb(0))] = − P 2Q

4
√
π
√
J2 − P 2Q2

, (4.69)

p = −2π

α
[(e− αb(π)) − (e− αb(0))] =

√
π P , (4.70)

and

q =
8π

α

[
e2

√
3Φb′

sin θ

]π

0

= 4
√
π Q . (4.71)

Finally, the entropy associated with this solution can be easily calculated by

computing the area of the horizon, and is given by

SBH = 2π
√
J2 − P 2Q2 . (4.72)

We have explicitly checked that the near horizon ergo-branch field configurations

described above satisfy the differential equations (4.4)-(4.7).

The entropy is clearly invariant under the transformation (4.10). However in

this case the near horizon background is not invariant under the transformation
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Figure 4.4: Scalar field profile at the horizon for a black hole on the ergo-branch

for different asymptotic values of Φ. We take P = Q = 2
√
π and J = 4π

√
2 for

Φ∞ = 0, and then change Φ∞ and P , Q using the transformation (4.9). Clearly

the scalar field profile at the horizon depends on its asymptotic value.

(4.9). One way to see this is to note that under the transformation (4.10) the

combination M2
K p̃q̃ = (J2 − P 2Q2)/64π2 remains invariant. This shows that

MK cannot remain invariant under this transformation, since if MK had been

invariant then p̃q̃ would be invariant, and the invariance of J given in (4.51)

would imply that p̃ + q̃ is also invariant. This in turn would mean that MK , p̃

and q̃ are all invariant under (4.10) and hence P and Q would be invariant which

is clearly a contradiction. Given the fact that MK is not invariant under this

transformation we see that the coefficient of the sin2 θ term in fp and fq are not

invariant under (4.10). This in turn shows that ψ, and hence the background

metric, is not invariant under the transformation (4.9). This is also seen from

figures 4.3 and 4.4 where we have shown respectively the radial evolution of

the scalar field and the scalar field profile at the horizon for different asymptotic

values of Φ. Nevertheless several components of the near horizon background, e.g.

Ω(θ) and the parameters α and e do remain invariant under this transformation,

indicating that at least these components do get attracted towards fixed values

as we approach the horizon.
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4.4 Examples of Attractor Behaviour in Full Black Hole Solutions

4.4.2 Black Holes in Toroidally Compactified Heterotic

String Theory

The theory under consideration is a four dimensional theory of gravity coupled

to a complex scalar S = S1 + iS2, a 4×4 matrix valued scalar field M satisfying

the constraint

MLMT = L, L =

(
0 I2
I2 0

)
, (4.73)

and four U(1) gauge fields A
(i)
µ (1 ≤ i ≤ 4).1 Here I2 denotes 2 × 2 identity

matrix. The bosonic part of the lagrangian density is

L = R− 1

2
gµνS−2

2 ∂µS̄∂νS +
1

8
gµνTr(∂µML∂νML)

−1

4
S2g

µρgνσF (i)
µν (LML)ijF

(j)
ρσ +

1

4
S1g

µρgνσF (i)
µν LijF̃

(j)
ρσ , (4.74)

where

F̃ (i)µν =
1

2
(
√
− det g)−1εµνρσ F̃ (i)

ρσ . (4.75)

General rotating black solution in this theory, carrying electric charge vector ~q

and magnetic charge vector ~p, has been constructed in [11]. Before we begin

analyzing the solution, we would like to note that the lagrangian density (4.74)

is invariant under an SO(2,2) rotation:

M → ΩMΩT , F (i)
µν → ΩijF

(j)
µν , (4.76)

where Ω is a 4×4 matrix satisfying

ΩLΩT = L . (4.77)

Thus given a classical solution, we can generate a class of classical solutions using

this transformation. Since the magnetic and electric charges pi and qi are pro-

portional to F
(i)
θφ and ∂L/∂F

(i)
rt respectively, we see that under the transformation

(4.76), pi → Ωijpj, qi → (ΩT )−1
ij qj. Thus if we want the new solution to have the

same electric and magnetic charges, we must make compensating transformation

1Actual heterotic string theory has 28 gauge fields and a 28×28 matrix valued scalar field,

but the truncated theory discussed here contains all the non-trivial information about the

theory.
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4.4 Examples of Attractor Behaviour in Full Black Hole Solutions

in the parameters labelling the electric and magnetic charges. This shows that

we can generate a family of solutions carrying the same electric and magnetic

charges by making the transformation:

M → ΩMΩT , F (i)
µν → ΩijF

(j)
µν , Qi → ΩT

ijQj, Pi → Ω−1
ij Pj , (4.78)

where ~Q and ~P are the parameters which label electric and magnetic charges

in the original solution. This transformation changes the asymptotic value of

M leaving the charges unchanged. Thus the general argument of section 4.1

will imply that the entropy must remain invariant under such a transformation.

Invariance of the entropy under the transformation (4.76), which is a symmetry

of the theory, will then imply that the entropy must be invariant under

Qi → ΩT
ijQj, Pi → Ω−1

ij Pj . (4.79)

On the other hand if there is a unique background for a given set of charges then

the background itself must be invariant under the transformation (4.78).

The equations of motion derived from the lagrangian density (4.74) is also

invariant under the electric magnetic duality transformation:

S → aS + b

cS + d
, F (i)

µν → (cS1 + d)F (i)
µν + cS2(ML)ijF̃

(j)
µν , (4.80)

where a, b, c, d are real numbers satisfying ad− bc = 1. We can use this transfor-

mation to generate a family of black hole solutions from a given solution. From

the definition of electric and magnetic charges it follows that under this transfor-

mation the electric and magnetic charge vectors ~q, ~p transform as:

~q → (a~q − bL~p), ~p→ (−cL~q + d~p) . (4.81)

Thus if we want the new solution to have the same charges as the old solution we

must perform compensating transformation on the electric and magnetic charge

parameters ~Q and ~P . We can get a family of solutions with the same electric

and magnetic charges but different asymptotic values of the scalar field S by the

transformation:

S → aS + b

cS + d
, F (i)

µν → (cS1+d)F
(i)
µν+cS2(ML)ijF̃

(j)
µν ,

~Q→ d ~Q+bL~P , ~P → cL~Q+a~P .

(4.82)

119
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Arguments similar to the one given for the O(2,2) transformation shows that the

entropy must remain invariant under the transformation

~Q→ d ~Q+ bL~P , ~P → cL~Q + a~P . (4.83)

Furthermore if the entropy function has a unique extremum then the near horizon

field configuration must also remain invariant under the transformation (4.82).

4.4.2.1 The black hole solution

Ref.[11] constructed rotating black hole solutions in this theory carrying the fol-

lowing charges:

Q =




0
Q2

0
Q4


 , P =




P1

0
P3

0


 . (4.84)

These black holes break all the supersymmetries of the theory. In order to describe

the solution we parametrize the matrix valued scalar field M as

M =

(
G−1 −G−1B
BG−1 G−BG−1B

)
(4.85)

where G and B are 2 × 2 matrices of the form

G =

(
G11 G12

G12 G22

)
, B =

(
0 B12

−B12 0

)
. (4.86)

Physically G and B represent components of the string metric and the anti-

symmetric tensor field along an internal two dimensional torus. The solution is

given by

G11 =
(r + 2msinh2δ4)(r + 2msinh2δ2) + l2cos2θ

(r + 2msinh2δ3)(r + 2msinh2δ2) + l2cos2θ
,

G12 =
2mlcosθ(sinhδ3coshδ4sinhδ1coshδ2 − coshδ3sinhδ4coshδ1sinhδ2)

(r + 2msinh2δ3)(r + 2msinh2δ2) + l2cos2θ
,

G22 =
(r + 2msinh2δ3)(r + 2msinh2δ1) + l2cos2θ

(r + 2msinh2δ3)(r + 2msinh2δ2) + l2cos2θ
,

B12 = −2mlcosθ(sinhδ3coshδ4coshδ1sinhδ2 − coshδ3sinhδ4sinhδ1coshδ2)

(r + 2msinh2δ3)(r + 2msinh2δ2) + l2cos2θ
,

ImS =
∆

1
2

(r + 2msinh2δ3)(r + 2msinh2δ4) + l2cos2θ
,
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ds2 = ∆
1
2 [−r

2 − 2mr + l2cos2θ

∆
dt2 +

dr2

r2 − 2mr + l2
+ dθ2 +

sin2θ

∆
{(r + 2msinh2δ3)

× (r + 2msinh2δ4)(r + 2msinh2δ1)(r + 2msinh2δ2) + l2(1 + cos2θ)r2 +W

+ 2ml2rsin2θ}dφ2 − 4ml

∆
{(coshδ3coshδ4coshδ1coshδ2

− sinhδ3sinhδ4sinhδ1sinhδ2)r + 2msinhδ3sinhδ4sinhδ1sinhδ2}sin2θdtdφ],

(4.87)

where

∆ ≡ (r + 2msinh2δ3)(r + 2msinh2δ4)(r + 2msinh2δ1)(r + 2msinh2δ2)

+ (2l2r2 +W )cos2θ,

W ≡ 2ml2(sinh2δ3 + sinh2δ4 + sinh2δ1 + sinh2δ2)r

+ 4m2l2(2coshδ3coshδ4coshδ1coshδ2sinhδ3sinhδ4sinhδ1sinhδ2

− 2sinh2δ3sinh2δ4sinh2δ1sinh2δ2 − sinh2δ4sinh2δ1sinh2δ2

− sinh2δ3sinh2δ1sinh2δ2 − sinh2δ3sinh2δ4sinh2δ2 − sinh2δ3sinh2δ4sinh2δ1)

+ l4cos2θ. (4.88)

a, m, δ1, δ2, δ3 and δ4 are parameters labelling the solution. Ref.[11] did not

explicitly present the results for Re S and the gauge fields.

The ADM mass M , electric and magnetic charges {Qi, Pi}, and the angular

momentum J are given by:1

M = 8π m(cosh2δ1 + cosh2δ2 + cosh2δ3 + cosh2δ4) − 16π m,

Q2 = 4
√

2πm coshδ1sinhδ1, Q4 = 4
√

2π m coshδ2sinhδ2,

P1 = 4
√

2πm coshδ3sinhδ3, P3 = 4
√

2πm coshδ4sinhδ4,

J = −16π lm(coshδ1coshδ2coshδ3coshδ4 − sinhδ1sinhδ2sinhδ3sinhδ4).(4.89)

The entropy associated with this solution was computed in [11] to be

SBH = 32π2
[
m2(

4∏

i=1

cosh δi +
4∏

i=1

sinh δi) +m
√
m2 − l2(

4∏

i=1

cosh δi −
4∏

i=1

sinh δi)
]
.

(4.90)

As in the case of Kaluza-Klein black hole this solution also has two different

kinds of extremal limit which we shall denote by ergo-branch and ergo-free branch.

The ergo-branch was discussed in [11].

1In defining M and J we have taken into account our convention GN = 16π, and also the

fact that our definition of the angular momentum differs from the standard one by a minus

sign. Normalizations of ~Q and ~P are arbitrary at this stage.
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4.4.2.2 The ergo-branch

The extremal limit corresponding to the ergo-branch is obtained by taking the

limit l → m. In this limit the second term in the expression for the entropy

vanishes and the first term gives

SBH = 2π
√
J2 +Q2Q4P1P3 . (4.91)

Now the most general transformation of the form (4.79) which does not take the

charges given in (4.84) outside this family is:

Ω =




eγ 0 0 0
0 eβ 0 0
0 0 e−γ 0
0 0 0 e−β


 , (4.92)

for real parameters γ, β. This gives

P1 → e−γP1, P3 → eγP3, Q2 → eβQ2, Q4 → e−βQ4 . (4.93)

On the other hand most general transformation of the type (4.83) which keeps

the charge vector within the same family is
(
a b
c d

)
=

(
a 0
0 a−1

)
. (4.94)

This gives

P1 → aP1, P3 → aP3, Q2 → a−1Q2, Q4 → a−1Q4 . (4.95)

It is easy to see that the entropy given in (4.91) does not change under the

transformations (4.93), (4.95).1

After some tedious manipulations along the lines described in section 4.4.1.5,

the near horizon metric can be brought into the form given in eq.(4.3) with

Ω =
1

8π

√
J2 +Q2Q4P1P3 sin θ, e−2ψ =

1

64π2
(J2 +Q2Q4P1P3) sin2 θ∆−1/2 ,

α =
J√

J2 +Q2Q4P1P3

, (4.96)

1As in (4.48), (4.49), the parameters ~P , ~Q are related to the charges ~p, ~q by some overall

normalization factors. These factors do not affect the transformation laws of the charges given

in (4.93), (4.95).

122



4.4 Examples of Attractor Behaviour in Full Black Hole Solutions

where ∆ has to be evaluated on the horizon r = m. We have found that the near

horizon metric and the scalar fields are not invariant under the corresponding

transformations (4.78) and (4.82) generated by the matrices (4.92) and (4.94)

respectively, essentially due to the fact that ∆ is not invariant under these trans-

formations. This shows that in this case for a fixed set of charges the entropy

function has a family of extrema.

4.4.2.3 The ergo-free branch

The extremal limit in the ergo-free branch is obtained by taking one or three of

the δi’s negative, and then taking the limit |δi| → ∞, m→ 0, l → 0 in a way that

keeps the Qi, Pi and J finite. It is easy to see that in this limit the first term in

the expression (4.90) for the entropy vanishes and the second term gives1

SBH = 2π
√

−J2 −Q2Q4P1P3 . (4.97)

Again we see that SBH is invariant under the transformations (4.93), (4.95).

On the ergo-free branch the horizon is at r = 0. The near horizon back-

ground can be computed easily from (4.87) following the approach described in

section 4.4.1.3 and has the following form after appropriate rescaling of the time

coordinate:

ds2 =
1

8π

√
−Q2Q4P1P3 − J2 cos2 θ

(
−r2dt2 +

dr2

r2
+ dθ2

)

+
1

8π

−Q2Q4P1P3 − J2

√
−Q2Q4P1P3 − J2 cos2 θ

sin2 θ (dφ− αrdt)2 , (4.98)

ImS =

√
−Q2Q4

P1P3

− J2 cos2 θ

(P1P3)2
, (4.99)

G11 =

∣∣∣∣
P3

P1

∣∣∣∣ , G12 = −J cos θ

P1Q2

∣∣∣∣
Q2

Q4

∣∣∣∣ , G22 =

∣∣∣∣
Q2

Q4

∣∣∣∣ , B12 =
J cos θ

P1Q4

,

(4.100)

where

α = −J/
√

−Q2Q4P1P3 − J2 . (4.101)

1Note that the product Q2Q4P1P3 is negative due to the fact that an odd number of δi’s

are negative.
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It is easy to see that the background is invariant under (4.78) and (4.82) for

transformation matrices of the form described in (4.92) and (4.94).

4.4.2.4 Duality invariant form of the entropy

In the theory described here a combination of the charges that is invariant under

both transformations (4.79) and (4.83) is

D ≡ (Q1Q3 +Q2Q4)(P1P3 + P2P4)−
1

4
(Q1P1 +Q2P2 +Q3P3 +Q4P4)

2 . (4.102)

Thus we expect the entropy to depend on the charges through this combination.

Now for the charge vectors given in (4.84) we have

D = Q2Q4P1P3 . (4.103)

Using this result we can express the entropy formula (4.91) in the ergo-branch in

the duality invariant form[11]:

SBH = 2π
√
J2 +D . (4.104)

On the other hand the formula (4.97) on the ergo-free branch may be expressed

as

SBH = 2π
√
−J2 −D . (4.105)

We now note that the Kaluza-Klein black hole described in section (4.4.1) also

falls into the general class of black holes discussed in this section with charges:

Q =
√

2




Q
0
0
0


 , P =

√
2




P
0
0
0


 . (4.106)

Thus in this case

D = −P 2Q2 . (4.107)

We can now recognize the entropy formulæ (4.45) and (4.72) as special cases of

(4.105) and (4.104) respectively.

Finally we can try to write down the near horizon metric on the ergo-free

branch in a form that holds for the black hole solutions analyzed in this as well
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as in the previous subsection and which makes manifest the invariance of the back-

ground under arbitrary transformations of the form described in (4.78), (4.82).

This is of the form:

ds2 =
1

8π

√
−D − J2 cos2 θ

(
−r2dt2 +

dr2

r2
+ dθ2

)

+
1

8π

−D − J2

√
−D − J2 cos2 θ

sin2 θ (dφ− αrdt)2 , (4.108)

where

α = − J√
−D − J2

. (4.109)

(4.38) and (4.98) are special cases of this equation.
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Chapter 5

Extension to black rings

In this chapter, we study the entropy of extremal four dimensional black holes and

five dimensional black holes and black rings is a unified framework using Sen’s

entropy function and dimensional reduction. The five dimensional black holes and

black rings we consider project down to either static or stationary black holes in

four dimensions. The analysis is done in the context of two derivative gravity

coupled to abelian gauge fields and neutral scalar fields. We apply this formalism

to various examples including U(1)3 minimal supergravity.

5.1 Black thing entropy function and dimen-

sional reduction

We wish to apply the entropy function formalism [6, 49], and its generalisation

to rotating black holes [51], to the five dimensional black rings and black holes —

black things. These objects are characterised by the topology of their horizons.

Black ring horizons have S2 × S1 topology while black holes have S3 topology.

We consider a five dimensional Lagrangian with gravity, abelian gauge fields,

F̄ I , neutral massless scalars, XS, and a Chern-Simons term:

S =
1

16πG5

∫
d5x

√−g
(
R−hST ( ~X)∂µX

S∂µXT−fIJ( ~X)F̄ I
µνF̄

J µν−cIJKεµναβγ F̄ I
µνF̄

J
αβĀ

K
γ

)
,

(5.1)

where εµναβγ is the completely antisymmetric tensor with εtrψθφ = 1/
√−g. The

gauge couplings, fIJ , and the sigma model metric, hST , are functions of the
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scalars, XS, while the Chern-Simons coupling, cIJK, a completely symmetric

tensor, is taken to be independent of the scalars. The gauge field strengths are

related to the gauge potentials in the usual way: F̄ I = dĀI .

Since the Lagrangian density is not gauge invariant, we need to be slightly

careful about applying the entropy function formalism. Following [52] (who con-

sider a gravitational Chern-Simons term in three dimensions) we dimensionally

reduce to a four dimensional action which is gauge invariant. This allows us to

find a reduced Lagrangian and in turn the entropy function. As a bonus we will

also obtain a relationship between the entropy of four dimensional and five di-

mensional extremal solutions – this is the 4D-5D lift of [53, 54] in a more general

context.

Assuming all the fields are independent of a compact direction ψ, we take the

ansatz1

ds2 = w−1gµνdx
µdxν + w2(dψ + A0

µdx
µ)2, (5.2)

ĀI = AIµdx
µ + aI(xµ)

(
dψ + A0

µdx
µ
)
, (5.3)

ΦS = ΦS(xµ). (5.4)

Whether space-time indices above run over 4 or 5 dimensions should be clear

from the context. Performing dimensional reduction on ψ, the action becomes

S =
1

16πG4

∫
d4x

√−g4

(
R−hst(~Φ)∂Φs∂Φt−fij(~Φ)F i

µνF
j µν−f̃ij(~Φ)εµναβF i

µνF
j
αβ

)

(5.5)

where (
∫
dψ)G4 = G5, F

i = (F 0, F I), F 0 = dA0, Φs = (w, aI, XS) and

fij =

( 0 J

0 1
4
w3 + wfLMa

LaM wfJLa
L

I wfILa
L wfIJ

)
(5.6)

f̃ij =

( 0 J

0 4cKLMa
KaLaM 4cJKLa

KaL

I 6cIKLa
KaL 12cIJKa

K

)
(5.7)

hrs = diag
(

9
2
w−2, 2wfIJ, hRS

)
(5.8)

1For simplicity, we will work in units in which the Taub-Nut modulus is set to 1.
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The index, i, labelling the four dimensional gauge fields, runs over 0 and {I}. The

additional gauge field, A0 comes from the off-diagonal part of the five dimensional

metric while the remaining ones descend from the original five dimensional gauge

fields. The index, s, labelling the four dimensional scalars, runs over 0, {I}
and {S}. The first additional scalar w, comes from the size of the Kaluza-Klein

circle. Then next set, which we label aI , come from the ψ-components of the

five-dimensional gauge fields and become axions in four dimensions. Lastly, the

original five dimensional scalars, XS, descend trivially. Finally, notice that the

coupling, f̃ij(~Φ), is built up out of the five-dimensional Chern-Simons coupling

and the axions.

In the next two sections we shall consider what happens when the near-horizon

symmetries are AdS2×S2×U(1) or AdS2×U(1)2, where the U(1)’s may be non-

trivially fibred. Firstly, we will look at black things with a higher degree of

symmetry, namely AdS2 × S2 × U(1). Upon dimensional reduction we obtain

a static, spherically symmetric, extremal black hole near-horizon geometry —

AdS2 × S2 — for which the analysis is much simpler. The entropy function

formalism only involves algebraic equations. After that we will look at black

things whose near horizon symmetries are AdS2×U(1)2 in five dimensions. After

dimensional reduction, we get an extremal, rotating, near horizon geometry —

AdS2 × U(1) — for which the entropy function analysis was performed in [51].

For this case, the formalism involves differential equations in general.

5.2 Algebraic entropy function analysis

In this section, we will construct and analyse the entropy function for five dimen-

sional black things sitting in Taub-NUT space with AdS2×S2×U(1) near horizon

symmetries (with the U(1) non-trivially fibred). Once we have an appropriate

ansatz, it is straight forward to calculate the entropy function. We will apply

the analysis to static black holes with AdS2 × S3 horizons and black rings with

AdS3 × S2 horizons. We will see that these black rings are in some sense dual

to the black holes. We will then consider Lagrangians with real special geometry

and study to the case of U(1)3 super-gravity in some detail.
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5.2.1 Set up

Before proceeding to the analysis we need to establish some notation and consider

some geometry.

We either use p̃0, to denote the Taub-NUT charge of the space a black ring

is sitting in, or p0, to denote the charge of a black hole sitting at the center of

the space. In each case the U(1) will be modded out by either p̃0 or p0. Unlike

the black hole, the black ring does not carry Taub-NUT charge. Since we are

only looking at the near horizon geometry, the only influence of the charge on

the ring will be modding the U(1). We can impose this by hand. To encode

asymptotically flat space we simply set the Taub-NUT charge to 1 in both cases.

To present things in a unified way, we include p0 and p̃0 in the formulae below.

Given this notation, when we consider black rings, we must remember to set

p0 = 0 and mod out the U(1) by p̃0. When considering black holes, p0 is non-zero

and, since we do need to mod out by hand, we set p̃0 = 1.

For black holes, we can fibre the U(1) over the S2 to get S3/Zp0 while for the

rings it will turn out that we can fibre the U(1) over the AdS2 to get AdS3/Zp̃0.

These fibrations will only work for specific values of the radius of the Kaluza-

Klein circle, w, depending on the radii of the base spaces, S2 or AdS2, and the

parameters, p0 or e0 respectively.1 Even though we start out treating w as an

arbitrary parameter, we will see below that the “correct” value for w will pop out

of the entropy function analysis. The fibration which gives us S3 is the standard

Hopf fibration and the one for AdS, which is very similar, is discussed towards

the end of section 5.4. The black ring and black hole geometries are schematically

illustrated in figure 5.1 and 5.2.

Now, to study the near horizon geometry of black things in Taub-NUT space,

with the required symmetries, we specialise our Kaluza-Klein ansatz, (5.2-5.4),

to

ds2 = w−1

[
v1

(
−r2dt2 +

dr2

r2

)
+ v2

(
dθ2 + sin2 θdφ2

)]

+w2
(
dψ + e0 rdt+ p0 cos θdφ

)2
, (5.1)

AI = eI rdt+ pI cos θdφ+ aI
(
dψ + e0 rdt+ p0 cos θdφ

)
, (5.2)

1e0 is conjugate to the angular momentum of the ring
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5.2 Algebraic entropy function analysis

ΦS = uS, (5.3)

where the coordinates, θ and φ have periodicity π and 2π respectively. The

coordinate ψ has periodicity 4π for black holes and 4π/p̃0 for black rings. This

ansatz, (5.1-5.3), is consistent with the near horizon geometries of the solutions

of [55, 56, 57, 58] as discussed in section 5.4.

Now that we have an appropriate five dimensional ansatz, we can construct the

entropy function from the dimensionally reduced four dimensional Lagrangian.

From the four dimensional action, we can evaluate the reduced Lagrangian, f ,

evaluated at the horizon subject to our ansatz. The entropy function is then

given by the Legendre transformation of f with respect to the electric fields and

their conjugate charges.

The reduced four dimensional action, f , evaluated at the horizon is given by

f =
1

16πG4

∫

H

dθdφ
√
−g4L4 =

1

16π

(
4π

p̃0G5

)∫

H

dθdφ
√
−g4L4. (5.4)

The equations of motion are equivalent to

f,v1 = f,v2 = f,w = f,~a = f,~Φ = 0, (5.5)

f,ei = Nqi, (5.6)

where ei = (e0, eI) and qi are its (conveniently normalised) conjugate charges.

We choose the the normalisation N = 4π/p̃0G5 = 1/G4. Using the ansatz, (5.1),

we find

f =

(
2π

p̃0G5

){
v1 − v2 −

v1

v2

(
1
4
w3(p0)2 + wfIJ(p

I + p0aI)(pJ + p0aJ)
)

+
v2

v1

(
1
4
w3(e0)2 + wfIJ(e

I + e0 aI)(eJ + e0 aJ)
)}

+

(
48π

p̃0G5

)
cIJK

{
pIeJaK + 1

2
(p0eI + e0pI)aJaK + 1

3
p0e0aIaJaK

}
,(5.7)

while (5.6) gives the following relationship between the electric fields ei and their

conjugate charges qi:

qI − f̃Ijp
j =

(
v2

v1

)
wfIJ(e

J + e0aJ), (5.8)

q0 − f̃0jp
j − aI q̂I =

(
v2

v1

)
(1

4
w3e0), (5.9)
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where, pi = (p0, pI) and f̃ij is given by (5.7). The entropy function is the Legendre

transform of f with respect to the charges qi:

E = 2π(Nqie
i − f). (5.10)

In terms of E the equations of motion become

E,v1 = E,v2 = E,w = E,~a = E,~Φ = E,~e = 0. (5.11)

Evaluating the entropy function gives

E = 2π(Nqiei − f) =
4π2

p̃0G5

{
v2 − v1 +

v1

v2
Veff

}
, (5.12)

where we have defined the effective potential

Veff = f ij q̂iq̂j + fijp
ipj (5.13)

where fij is given by (5.6), the shifted charges, q̂i, are given by

q̂i = qi − f̃ijp
j, (5.14)

and f ij, the inverse of fij, is given by

f ij =

( 0 J

0 4w−3 −4w−3aJ

I −4w−3aI w−1f IJ + 4w−3aIaJ

)
, (5.15)

where f IJ is the inverse of fIJ . More explicitly, the effective potential is given by

Veff = 1
4
w3(p0)2 + 4w−3(q0 − f̃0j(~a)p

j − aI(qI − f̃Ij(~a)p
j))2

+wfIJ( ~X)(pI + aIp0)(pJ + aJp0)

+w−1f IJ( ~X)(qI − f̃Ik(~a)p
k)(qJ − f̃Jl(~a)p

l), (5.16)

5.2.2 Preliminary analysis

While the effective potential Veff is in general quite complicated, the dependence

of the entropy function, (5.12), on the S2 and AdS2 radii is quite simple. Ex-

tremising the entropy function with respect to v1 and v2, one finds that, at the

extremum,

E =
4π2

p̃0G5

Veff |∂V=0, (5.17)
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with

v1 = v2 = Veff |∂V=0, (5.18)

where the effective potential is evaluated at its extremum:

∂{w,~a, ~X}Veff = 0. (5.19)

As a check, we note that, the result, (5.17), agrees with the Hawking-Bekenstein

entropy since,

S =
AH
4G5

=

(
16π2

p̃0
v2

)

4G5

= E. (5.20)

Also, the result, (5.18), tells us that the radii of the S2 and AdS2 are equal with

the scale set by size of the charges.

Finding extrema of the general effective potential, Veff , given by (5.16) may

in principle be possible but in practice not simple. In the following sections we

consider simpler cases with only a subset of charges turned on.

5.2.3 Black rings

We are now really to specialise to the case of black rings. As discussed at the

beginning of the section, for black rings, we take p0 = 0 so that our AdS2×U(1)×
S2 ansatz1 becomes

ds2 = w−1

[
v1

(
−r2dt2 +

dr2

r2

)
+ v2

(
dθ2 + sin2 θdφ2

)]
+ w2

(
dψ + e0 rdt

)2
,(5.21)

AI = eI rdt+ pI cos θdφ+ aI
(
dψ + e0 rdt

)
, (5.22)

ΦS = uS. (5.23)

In this case the gauge field (or in 4-D language the axion) equations simplify

considerably and it is convenient to analyse them first. Varying f with respect

to ~a we find

dIJ(e
J + e0aJ) = 0 (5.24)

1It will turn out that once we solve the equations of motion, the value of w is such that the

geometry is AdS3 ×S2.In section A, we have discussed the near horizon geometry of supersym-

metric black ring solution.
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Figure 5.1: A Black ring away from the center of Taub-NUT is projected down to

a black hole and naked KK magnetic monopole in four dimensions. The angular

momentum carried in the compact dimension will translate to electric charge in

four dimensions. An AdS2 × S2 × U(1) near horizon geometry will project down

to AdS2 × S2. On the other hand, an AdS2 × U(1)2 will go to AdS2 × U(1).

where dIJ = wfIJ + 12cIJKp
K. Assuming dIJ has no zero eigenvalues, (5.24)

implies that the electric field F I
tr is zero. Using (5.8,5.14) this in turn implies

q̂j = 0,

q̂0 = q0 − 1
2
cIJqIqJ (5.25)

aK = cKJqJ , (5.26)

where cKJ is the inverse of 12cIJKp
K. Notice that cIJ is equal to the inverse of

f̃ IJ(aK) with aK replaced by pK . Now the effective potential becomes

Veff = wfIJp
IpJ + (4w−3)(q̂0)

2. (5.27)

Using ∂wVeff = 0 we find

w4 =
12q̂2

0

VM
(5.28)

where we have defined the magnetic potential, VM = fIJp
IpJ . So

Veff =
4

3
wVM = 16w−3(q̂0)

2 (5.29)

Eliminating w from E we find

E =
8π2

p̃0G5

√
q̂0(

4
3
VM)

3
2 . (5.30)
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5.2 Algebraic entropy function analysis

Finally we note that

e20w
2 = v1w

−1 (5.31)

which, we see by comparison with (5.36), means that we have a S2 × AdS3/Zp̃0

near horizon geometry.

5.2.3.1 Magnetic potential

Now we study an example in which the magnetic potential, VM , has a simple form.

We consider the 11-dimensional supergravity action dimensionally reduced on T 6

to give 5-dimensional U(1)3 supergravity. In this case the action is of the form

(5.1) with 2fIJ = hIJ = 1
2
diag ((X1)−2, (X2)−2, (X3)−2), and cIJK = |εIJK|/24.

We assume the XI are subject to the constraint

X1X2X3 = 1 (5.32)

so that the T 6 has constant volume.

Evaluating the effective magnetic potential and imposing the constraint (5.32)

gives

VM = fijp
ipj =

1

4

(
(p1)2

(X1)2
+

(p2)2

(X2)2
+ (p3)2(X1)2(X2)2

)
(5.33)

which has the extrema

(X1)3 =
(p1)2

p2p3
, (X2)3 =

(p2)2

p3p1
, (5.34)

so the value of VM at the extremum is

VM =
3

4
(p1p2p2)

2
3 . (5.35)

Solving for the axions we find

a1 = c1JqJ =
−p1q1 + p2q2 + p3q3

p2p3
(5.36)

with a2 and a3 given by cyclic permutations which in turn gives

q̂0 = q0 −
1
2
(pIqI)

2 − (pI)2(qI)
2

p1p2p3
(5.37)
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So finally

E =
8π2

p̃0G5

√
q̂0(

4
3
VM)3/2. (5.38)

=
8π2

p̃0G5

√
q0p̃0p1p2p3 + (pI)2(qI p̃0)2 − 1

2
(pIqI p̃0)2 (5.39)

where we have reintroduced a factor of p̃0 by redefining the normalisation of ~q to

be N = 4π/G5.

5.2.4 Static 5-d black holes

Figure 5.2: A black hole at the center of Taub-NUT cariesNUT charge. Using the

Hopf fibration it can be projected down to black hole carrying magnetic charge.

A spherically symmetric black hole with near horizon geometry of AdS2×S3 will

project down to an AdS2 × S2. On the other hand, a rotating black hole with a

AdS2 × U(1)2 geometry will go to AdS2 × U(1).

We now consider five dimensional static spherically symmetric black holes.

Since they are not rotating we take e0 = 0. This is in some sense “dual” to

taking p0 = 0 for black rings. To examine this analogy further, we will relax the

natural assumption of an AdS2 × S3 geometry to AdS2 × S2 × U(1). We will see

that the analysis for the black holes is very similar to the analysis of the black

rings with the magnetic potential replaced by an electric potential. Once we solve

the equations of motion we recover an AdS2×S3 geometry via the Hopf fibration.
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5.2 Algebraic entropy function analysis

This is analogous to the black ring where we got AdS3 × S2 with the U(1) fibred

over the AdS2 rather than the S2.

With e0 = 0, our ansatz becomes

ds2 = w−1

[
v1

(
−r2dt2 +

dr2

r2

)
+ v2

(
dθ2 + sin2 θdφ2

)]
+ w2

(
dψ + p0 cos θdφ

)2
,(5.40)

AI = eI rdt+ pI cos θdφ+ aI
(
dψ + p0 cos θdφ

)
, (5.41)

ΦS = uS. (5.42)

In this case the gauge field equation becomes

d̃IJ(p
J + p0aJ) = 0 (5.43)

where d̃IJ = wfIJ−12cIJKe
K . Assuming d̃IJ has no zero eigenvalues, (5.9,5.14,5.43)

now imply,

q̂0 − aI q̂i = 0 (5.44)

aK = −pK/p0, (5.45)

q̂I = qI + 6cIJKp
JpK/p0 (5.46)

and the effective potential becomes

Veff = (1
4
w3)(p0)

2 + w−1f IJ q̂I q̂J . (5.47)

Using ∂wVeff = 0 we find

w4 =
4VE
3p2

0

(5.48)

where we have defined the electric potential VE = f ij q̂iq̂j. So

Veff =
4

3
w−1VE = w3(p0)2 (5.49)

Eliminating w from E we find

E =
4π2

G5

√
p0(

4
3
VE)

3
2 . (5.50)

We note that, analogous to the ring case where we had e2
0w

2 = v1w
−1,

p2
0w

2 = v2w
−1 (5.51)

which, via the Hopf fibration, gives us an AdS2 × S3/Zp0 near horizon geometry.
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5.2.4.1 Electric potential

As we did for the black ring, we taking the 11-dimensional supergravity action di-

mensionally reduced on T 6 to give 5-dimensional U(1)3 supergravity. Extremising

VE we find

E =
8π2

G5

√
p0q̂1q̂2q̂3 (5.52)

= 2π
√
p0

(
q1 + 1

4
p2p3/p0

) (
q2 + 1

4
p1p3/p0

) (
q3 + 1

4
p2p3/p0

)
(5.53)

5.2.5 Very Special Geometry

We now consider N = 2 supergravity in five dimensions corresponding to M-

theory on a Calabi-Yau threefold – this gives what has been called real or very

special geometry [59, 60, 61, 62, 63, 64, 65] The case of T 6, considered above,

is a simple example of very special geometry. Some properties of very special

geometry which we use are recorded in section 5.5.

5.2.5.1 Black rings and very special geometry

From the attractor equations, for a black ring governed by VM , we have the

equation

∂iVM = ∂i(HIJp
IpJ)special : lower : 2 1

2
∂i(pIp

I) = 0 (5.54)

These equations have a solution

λXI = pI (5.55)

This condition follows from one of the BPS conditions found in [13]. From (5.54)

we now have

∂i(pIp
I) = ∂i(pI)p

I (5.56)

BPS : anz λ∂i(XI)p
I (5.57)

special : covariant −2λHIJp
I∂i(X

J) (5.58)

special : lower −λpJ∂i(XJ) (5.59)

BPS : anz −λ2XJ∂i(X
J)X : norm : 20 (5.60)
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We can fix the constant λ using (5.38) which gives

XI =
pI

(1
6
CIJKpIpJpK)

1
3

(5.61)

so finally we get for XI,

XI =
pI

(1
6
CIJKpIpJpK)

1
3

(5.62)

and

VM |∂V=0 = HIJp
IpJ = λ2HIJX

IXJ =
3

2
λ2 (5.63)

=
3

2

(
1

6
CIJKp

IpJpK
) 2

3

(5.64)

This is the supersymmetric solution of [13] derived from the BPS attractor equa-

tions.

Notice that (5.57) can be rewritten as extremising the magnetic central charge,

ZM = XIp
I :

∂i(XI)p
I = ∂iZM = 0 (5.65)

So we see that ∂iVM = 0 together with the BPS condition (5.55) implies ZM

extremised. The converse is not necessarily true suggesting there are non-BPS

black ring extrema of VM — this is discussed below.

5.2.5.2 Static black holes and very special geometry

The analysis for these black holes is analogous to the black rings. From the at-

tractor equations for a static black hole, governed by VE, we will get the equation:

∂iVE = ∂i(H
IJ q̂I q̂J) = 1

2
∂i(q̂

I q̂I) = 0 (5.66)

This will have similar solutions

XI =
q̂I

(1
6
CIJK q̂I q̂J q̂K)

1
3

(5.67)

Similarly, extremising the electric central charge Ze of [13] together with the BPS

condition implies VE is extremised. The converse is not necessarily true suggesting

there are non-BPS black hole extrema of VE as noted in [66].
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5.2.5.3 Non-supersymmetric solutions of very special geometry

In 4 dimensional N = 2 special geometry we can write Veff or the “blackhole

potential function” as [67]

VBH = |Z|2 + |DZ|2. (5.68)

As noted in [67] and [5] (in slightly different notation), for BPS solutions, each

term of the potential is separately extremised while for non-BPS solutions VBH

is extremised but DZ 6= 0. It is perhaps not surprising that a similar thing

happens in very special geometry. In five dimensions, the potential functions are

real functions roughly of the form

V = Z2 + (DZ)2. (5.69)

where the inner product is with respect to HIJ .

In fact, this generalisation of the non-BPS attractor equations to five dimen-

sional static black holes has already be shown in [66] using a reduced Lagrangian

approach.

The electric potential VE can be written

VE = HIJ q̂J q̂J = HIJ(DIẐE)(DJẐE) + 2
3
(ẐE)2. (5.70)

Solving DIVE = 0 we find a BPS solution, DIẐE = 0, and another solution

2
3
HIJ ẐE +DIDJẐE = 0. (5.71)

Similarly the magnetic potential VM can be written

VM = HIJp
IpJ = 1

3
Z2
M +HIJDIZMDJZM (5.72)

and solving DIVM = 0 we find a BPS solution, DIZM = 0, and another solution

1
3
HIJZM +DIDJZM = 0. (5.73)

Presumably, on can obtain some five dimensional non-SUSY solutions by lift-

ing non-SUSY5s5d solutions in four dimensions which have AdS2 × S2 near hori-

zon geometries using the 4D-5D lift. Furthermore the analysis of [5] should go
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through so that for such solutions to exist we require that extremum of Veff is a

minimum – in other words the matrix

∂2Veff
∂ΦS∂ΦT

∣∣∣∣
∂V=0

> 0 (5.74)

should have non-zero eigenvalues.

5.2.5.4 Rotating black holes

We now consider the case of black holes which break the AdS2×S3 symmetries of

the static black hole only partially down to AdS2 × S2 ×U(1). Following section

C, the ansatz for the near horizon geometry is given by,

ds2 = w−1

[
v1

(
−r2dt2 +

dr2

r2

)
+ v2

(
dθ2 + sin2 θdφ2

)]
+ w2

(
dψ + e0 rdt+ p0 cos θdφ

)2
,(5.75)

A = e1 rdt+ a1
(
dψ + e0 rdt+ p0 cos θdφ

)
, (5.76)

Φ1 = u1, (5.77)

and let f = f11(Φ
1) and c = 12c111. This gives us the effective potential

Veff = 1
4
w3(p0)2 +4w−3(q0− 1

3
c(a1)3−(a1)q1)

2 +wf(a1)2(p0)2+(wf)−1q2
1. (5.78)

Extremising Veff we find that we require q1 < 0 and

a1 = ±
√

2|q1|
cp0

(5.79)

w = (4
3
)

1
3 (|aq1| ± 3q0)1/3 (5.80)

f =
|a1|c
2w

(5.81)

with

Veff |∂V=0 = V± =
8

3

√
2|q1|3p0

c
± 2p0q0 (5.82)

Interestingly, this relatively simple effective potential has two extrema with

different values of the entropy at each extremum. For both extrema to exist we

require |a1q| > 3|q0|.
We note that, [68], which recently appeared, discuss rotating black holes in

very special geometry.
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5.3 General Entropy function

We now relax our symmetry assumptions to AdS2 × U(1)2, taking the following

ansatz

ds2 = w−1(θ)Ω2(θ)e2Ψ(θ)

(
−r2dt2 +

dr2

r2
+ β2dθ2

)
+ w−1(θ)e−2Ψ(θ)(dφ+ eφrdt)

2(5.1)

+w2(θ)(dψ + e0rdt+ b0(θ)dφ)2 (5.2)

AI = eIrdt+ bI(θ)(dφ+ eφrdt) + aI(θ)(dψ + e0rdt+ b0(θ)dφ) (5.3)

φS = uS(θ). (5.4)

Now, using (5.5) and then following [51], the entropy function is

E ≡ 2π(Jφeφ + ~q · ~e−
∫
dθdφ

√
− det gL4)

= 2πJφeφ + 2π~q · ~e− π2

p̃0G5

∫
dθ

[
2Ω(θ)−1β−1(Ω′(θ))2 − 2Ω(θ)β − 2Ω(θ)β−1(Ψ′(θ))2

+
1

2
α2Ω(θ)−1βe−4Ψ(θ) − β−1Ω(θ)hrs(~u(θ))u

′
r(θ)u

′
s(θ) + 4f̃ij(~u(θ))(ei − αbi(θ))b

′
j(θ)

+2fij(~u(θ))
{
βΩ(θ)−1e−2Ψ(θ)(ei − αbi(θ))(ej − αbj(θ)) − β−1Ω(θ)e2Ψ(θ)b′i(θ)b

′
j(θ)

} ]

+
2π2

p̃0G5

[
Ω(θ)2e2Ψ(θ) sin θ(Ψ′(θ) + 2Ω′(θ)/Ω(θ))

]θ=π
θ=0

. (5.5)

where fij, f̃ij,hrs and us related to five dimensional quantities as discussed in

section 5.1. Now extremising the entropy function gives us differential equations.

Using the near horizon geometry of the non-SUSY black ring of [69], which

we evaluate in section 5.7, we find that the entropy function gives the correct

entropy.

5.4 Supersymmetric black ring near horizon ge-

ometry

Here, we will consider the black ring solution of [56], and find the near horizon

limit of the metric and the gauge fields. This will enable us to compare with the

charges defined in Section 3.1.
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5.4 Supersymmetric black ring near horizon geometry

The metric is

ds2 = −f 2(dt+ ω)2 + f−1ds2(M4) , (5.6)

where

f−1 = 1 +
Q− q2

2R2
(x− y) − q2

4R2
(x2 − y2) (5.7)

ds2(R4) =
R2

(x− y)2

{
dy2

y2 − 1
+ (y2 − 1)dψ2 +

dx2

1 − x2
+ (1 − x2)dφ2

}
(5.8)

and ω = ωψ(x, y)dψ + ωφ(x, y)dφ with

ωφ = − q

8R2
(1 − x2)

[
3Q− q2(3 + x + y)

]
, (5.9)

ωψ =
3

2
q(1 + y) +

q

8R2
(1 − y2)

[
3Q− q2(3 + x+ y)

]
.

The gauge field is expressed as,

A =

√
3

2

[
f (dt+ ω) − q

2
((1 + x) dφ+ (1 + y) dψ)

]
. (5.10)

The ADM charges are given by

M =
3π

4G
Q , Jφ =

π

8G
q (3Q− q2) ,

Jψ =
π

8G
q (6R2 + 3Q− q2) . (5.11)

Near Horizon Geometry

In these coordinates, the horizon lies at y → −∞. To examine the near horizon

geometry, it is convenient to define a new coordinate r = −R/y (so the horizon

is at r = 0). Then consider a coordinate transformation of the form

dt = dv − B(r)dr,

dφ = dφ′ − C(r)dr, (5.12)

dψ = dψ′ − C(r)dr, (5.13)

where

B(r) =
B2

r2
+
B1

r
+B0, C(r) =

C1

r
+ C0. (5.14)
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5.4 Supersymmetric black ring near horizon geometry

where B2 = q2L/(4R) and C1 = −q/(2L), with

L ≡
√

3

[
(Q− q2)2

4q2
− R2

]
, (5.15)

and

B1 = (Q + 2q2)/(4L) + L(Q− q2)/(3R2)

C0 = −(Q− q2)3/(8q3RL3)

B0 = q2L/(8R3) + 2L/(3R) −R/(2L) + 3R3/(2L3) + 3(Q− q2)3/(16q2RL3)

The metric (5.8) becomes

ds2 = −16r4

q4
dv2 +

2R

L
dvdr +

4r3 sin2 θ

Rq
dvdφ′

+
4Rr

q
dvdψ′ +

3qr sin2 θ

L
drdφ′

+ 2
[ qL
2R

cos θ +
3qR

2L
+

(Q− q2)(3R2 − 2L2)

3qRL

]
drdψ′

+ L2dψ′2 +
q2

4

[
dθ2 + sin2 θ (dφ′ − dψ′)

2
]

+ . . . (5.16)

and the gauge field (5.10) becomes:

A =

√
3

2

[
f (dv + ω′) − q

2
((1 + x) dφ′ + (1 + y) dψ′) (5.17)

−
(
fB + C

{
fωφ + fωψ − q

2
(1 + x) − q

2
(1 − R

r
)

})
dr

]
(5.18)

with ω′ = ωψdψ
′ + ωφdφ

′ In the limit of small r

f =
1

1 + x(f1 − f2x) + f1r−1 + f2r−2
(5.19)

=
r2

f2

(
1 − f1f

−1
2 r +

(
f 2

1 f
−1
2 − 1 + x(x− f1f

−1
2 )
)
f−1

2 r2 + O
(
r3
))

(5.20)

where f1 = (Q− q2)/2R2 and f2 = q2/4R2. Expanding ω in the limit of small r,

we have,

ωφ =

{
−q

3 (1 − x2)

8R

}
1

r
+

{
q (xq2 + 3q2 − 3Q) (1 − x2)

8R2

}
(5.21)

ωψ =

{
−q

3R

8

}
1

r3
+

{
xq3

8
+

3q3

8
− 3Qq

8

}
1

r2
+

{
q3

8R
− 3qR

2

}
1

r
(5.22)

+

{
− xq3

8R2
− 3q3

8R2
+

3Qq

8R2
+

3q

2

}
(5.23)
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5.4 Supersymmetric black ring near horizon geometry

Expanding out the gauge field (neglecting some terms which can be gauged away)

we obtain:

A =

√
3

2

{
−
[
q

2
+
Q

2q
+ O(r)

]
dψ′ +

[
−q

2
(x + 1) + O(r)

]
dχ

+

[
4

q2
r2 + O(r3)

]
dv +

[
crx r + O(r2)

]
dr

}

where χ = φ− ψ and

cr =
L (R2 (2R4 − 3) q4 + (−4QR6 + 6QR2 + 2) q2 +Q2R2 (2R4 − 3))

2q2

Finally taking the near-horizon limit r = εLr̃/R, v = ṽ/ε, ε→ 0 we obtain

A = −
√

3

4

[
q +

Q

q

]
dψ′ −

√
3q

4
(x+ 1) dχ (5.24)

So comparing (5.24) with (5.2) we get

p1

π
=

√
3q a = −e

1

e0
= −

√
3

4

[
q +

Q

q

]
(5.25)

Taking the same near horizon limit for the metric we obtain

ds2 = 2dṽdr̃ +
4L

q
r̃dṽdψ′ + L2dψ′2 +

q2

4

[
dθ2 + sin2 θdχ2

]
(5.26)

Let us for the moment consider the metric for constant θ and χ. If we perform

the coordinate transformation

dψ′ = dψ − q

2L

dr̃

r̃
(5.27)

dṽ = dt+
q2

4

dr̃

r̃2
(5.28)

we get

ds2 =
4L

q
r̃dtdψ + L2dψ2 +

q2

4

dr̃

r̃2
(5.29)

Letting

dt = dt′ +
q

2
dψ (5.30)

we obtain the more familiar form of BTZ

ds2 =
4L

q
r̃dtdψ + (L2 + 2Lr̃)dψ2 +

q2

4

dr̃

r̃2
(5.31)
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5.5 Notes on Very Special Geometry

Now we define

l = q r+ = L (5.32)

r̃ =
r2−r2+
2r+

φ̃ = ψ + t′/l (5.33)

we get the standard form of the BTZ metric

ds2 = −(r2 − r2
+)

l2r2
dt′2 +

l2r2

(r2 − r2
+)
dr2 + r2

(
dφ̃− r2 − r2

+

lr2
dt′
)2

(5.34)

Returning to (5.29) and letting

t = l2τ/4 and e0 = l/2L (5.35)

we obtain

ds2 =
1

4
l2
(
−r̃2dτ 2 +

dr̃2

r̃2

)
+

l2

4(e0)2

(
dψ + e0r̃dτ

)2
(5.36)

5.5 Notes on Very Special Geometry

Here we collect some useful relations and define some notation from very special

geometry along the lines of [13, 66], which are used in section 3.3.

• We take our CY3 to have Hodge numbers h1,1 with the index I ∈ 1, 2, . . . , h1,1.

• The Kähler moduli, XI which are real, correspond to the volumes of the

2-cycles.

• CIJK are the triple intersection numbers.

• The volumes of the 4-cycles ΩI are given by

XI =
1

2
CIJKX

JXK . (5.37)

• The prepotential is given by

V =
1

6
CIJKX

IXJXK = 1 (5.38)

• The volume constraint (5.38) implies there are nv = h1,1 − 1 independent

vector-multiplets.
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5.5 Notes on Very Special Geometry

• denote the independent vector-multiplet scalars as φi, and the correspond-

ing derivatives ∂i = ∂
∂φi .

• The kinetic terms for the gauge fields are governed by the metric

HIJ = −1
2
∂I∂J ln V|

V=1 = −1
2
(CIJKX

K −XIXJ) , (5.39)

where we use the notation for derivatives: ∂I = ∂
∂XI .

• The electric central charge is given by

ZE = XIqI . (5.40)

We generalise this to

ẐE = XI q̂I . (5.41)

• The magnetic central charge is given by

ZM = XIp
I . (5.42)

• From (5.37) it follows that

XIX
I = 3 , (5.43)

so

XI∂iXI = ∂iX
IXI = 0 . (5.44)

which in turn together with (5.39) gives

XI = 2HIJX
J , (5.45)

∂iXI = −2HIJ∂iX
J . (5.46)

• As suggested by, (5.45) , we will use 2HIJ to lower indices, so for example,

pI = 2HIJp
J , (5.47)

which in turn implies we should raise indices with 1
2
HIJ ,

qI = 1
2
HIJqJ (5.48)

where HIJ is the inverse of HIJ .
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5.6 Spinning black hole near horizon geometry

• In order to take the volume constraint (5.38) into account, it is convenient

to define a covariant derivative DI ,

DIf = (∂I − 1
3
(∂I ln V)|V=1)f. (5.49)

Rather than extremise things with respect to the real degrees of freedom

using ∂i, we can take covariant derivatives.

5.6 Spinning black hole near horizon geometry

In this section, we will obtain the near horizon geometry of the rotating black holes

mentioned in Section 3.3.4 , which break the AdS2 × S3 symmetries of the static

black holes, partially down to AdS2 × S2 × U(1). We consider supersymmetric

black holes in Taub-NUT [70] whose near horizon geometry can be written [54] :

ds2 = −Q̃−2(rdt+ J̃(dψ + p0 cos θdφ))2 + p0Q̃
dr2

r2
+ p0Q̃(dθ2 + sin2 θdφ2)(5.50)

+
Q̃

p0
(dψ + p0 cos θdφ)2 (5.51)

A =

√
3

2Q̃
(rdt+ J̃(dψ + p0 cos θdφ)) (5.52)

letting dt→ dt
√
p0Q̃3 − (Jp0)2, one can rewrite the metric as

ds2 = (Veff)w
−1

(
−r2dt2 +

dr2

r2
+ dθ2 + sin2 θdφ2

)
+w2(dψ+p0 cos θdφ+e0rdt)2

(5.53)

which agrees with 5.75. Here,

Veff =

√
p0Q̃3 − (J̃p0)2 (5.54)

w =
Veff

p0Q̃
(5.55)

e0 = −(J̃p0)2

Veff
(5.56)

and the gauge field as

A = erdt+ a(dψ + e0rdt+ p0 cos θdφ) (5.57)
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5.7 Non-supersymmetric ring near horizon geometry

where

e =

√
3p0Q̃2

2Veff
(5.58)

a =

√
3p0J̃

2Q̃
(5.59)

5.7 Non-supersymmetric ring near horizon ge-

ometry

In section 4, we construct the general entropy function for solutions with near

horizon geometries AdS2×U(1)2. Here, we begin with non-supersymmetric black

ring solution of [69], and show that it falls into the general class of solutions

mentioned in Section 4. Then we also evaluate the entropy of the black ring by

extremizing the entropy function. We consider the action

I =
1

16πG5

∫ √
−g
(
R− 1

4
F 2 − 1

6
√

3
εµαβγδAµFαβFγδ

)
, (5.1)

The metric for the non-SUSY solution is [69]

ds2 = − 1

h2(x, y)

H(x)

H(y)

F (y)

F (x)

(
dt+ A0

)2

+h(x, y)F (x)H(x)H(y)2 (5.2)

× R2

(x− y)2

[
− G(y)

F (y)H(y)3
dψ2 − dy2

G(y)
+

dx2

G(x)
+

G(x)

F (x)H(x)3
dφ2

]
,

The functions appearing above are defined as

F (ξ) = 1 + λξ, G(ξ) = (1 − ξ2)(1 + νξ), H(ξ) = 1 − µξ, (5.3)

and

h(x, y) = 1 +
s2

F (x)H(y)
(x− y)(λ+ µ) (5.4)

with

s = sinhα c = coshα (5.5)
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5.7 Non-supersymmetric ring near horizon geometry

The components of the gauge field are

A1
t =

√
3c/hs , (5.6)

A1
ψ =

√
3
R(1 + y)s

h

[
Cλ(c

2 − h)

s2F (y)
c2 − Cµ

3c2 − h

H(y)

]
, (5.7)

A1
φ = −

√
3
R(1 + x)c

h

[
Cλ
F (x)

s2 − Cµ
3c2 − 2h

H(x)

]
, (5.8)

Cλ = ε

√
λ(λ+ ν)

1 + λ

1 − λ
, Cµ = ε

√
µ(µ+ ν)

1 − µ

1 + µ
(5.9)

A choice of sign ε = ±1 has been included explicitly. The components of the

one-form A0 = A0
ψ dψ + A0

φ dφ are

A0
ψ(y) = R(1 + y)c

[ Cλ
F (y)

c2 − 3Cµ
H(y)

s2
]

(5.10)

A0
φ(x) = = −R 1 − x2

F (x)H(x)

λ+ µ

1 + λ
Cλs

3 , (5.11)

The coordinates x and y take values in the ranges

− 1 ≤ x ≤ 1 , −∞ < y ≤ −1 , µ−1 < y <∞ . (5.12)

The solution has three Killing vectors, ∂t, ∂ψ, and ∂φ, and is characterized by

four dimensionless parameters, λ, µ, α and ν, and the scale parameter R, which

has dimension of length.

Without loss of generality we can take R > 0. The parameters λ, µ are

restricted as

0 ≤ λ < 1 , 0 ≤ µ < 1 . (5.13)

The parameters are not all independent — they are related by

Cλ
1 + λ

s2 =
3Cµ
1 − µ

c2 (5.14)

1 + λ

1 − λ
=

(
1 + ν

1 − ν

)2(
1 + µ

1 − µ

)3

. (5.15)

which, in the extremal limit, ν → 0, implies

λ =
µ(3 + µ2)

1 + 3µ2
(5.16)
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5.7 Non-supersymmetric ring near horizon geometry

and

s2 =
3

4
(1/µ2 − 1) (5.17)

To avoid conical defects, the periodicites of ψ and φ are

∆ψ = ∆φ = 2π
√

1 − λ(1 + µ)
3
2 . (5.18)

5.7.1 Near horizon geometry

In the metric given by (5.2),there is a coordinate singularity at y = −1/ν which

is the location of the horizon. It can be removed by the coordinate transforma-

tion [69]:

dt = dv + A0
ψ(y)

√
−F (y)H(y)3

G(y)
dy , dψ = dψ′ −

√
−F (y)H(y)3

G(y)
dy . (5.19)

Letting, ν → 0, making the coordinate change

x = cos θ, y = − R

(
√
λµ)r̃

, (5.20)

and expanding in powers of r, the metric becomes

ds2 =

[
λF (x)H(x)

µK(x)2

]
(dv + cψ(Rdψ′) + A0

φ(x)dφ)2 (5.21)

+[H(x)K(x)]
(
−r̃2dψ′2 + 2µRdψ′dr̃ + µ2R2dθ2

)
(5.22)

+

[
µ2K(x)

H(x)2F (x)

]
R2sin2 θdφ2 + . . . (5.23)

where

cψ = c

(
Cλc

2

λ
+

3s2Cµ
µ

)
(5.24)

and

K(x) = F (x) + s2(1 + λ/µ) (5.25)

and we have neglected higher order terms in r which will disappear when we take

the near horizon limit below. Letting

ψ̃ = ψ′ + v/Rcψ (5.26)

u = v/Rcψε (5.27)

r = εr̃ (5.28)
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5.7 Non-supersymmetric ring near horizon geometry

and taking the near horizon limit, ε→ 0, the metric becomes

ds2 = [. . .]
(
−r2du2 + 2µRdudr + µ2R2dθ2

)
(5.29)

+[. . .]R2sin2 θdφ2 (5.30)

[. . .](cψ(Rdψ̃) + A0
φ(x)dφ)2 (5.31)

Now we let

du = du′ +
µRdr

r2
(5.32)

t =
u′

µR
(5.33)

Now we use the periodicities of φ and ψ̃ to redefine our coordinates,

dφ→ Ldφ (5.34)

dψ̃ → Ldψ̃

2
(5.35)

where L =
√

1 − λ(1 + µ)3/2 Now the metric reduces to (5.1) ,

ds2 = w−1(θ)Ω2(θ)e2Ψ(θ)

(
−r2dt2 +

dr2

r2
+ β2dθ2

)
+ w−1(θ)e−2Ψ(θ)(dφ+ eφrdt)

2(5.36)

+w2(θ)(dψ + e0rdt+ b0(θ)dφ)2 (5.37)

A1 = e1rdt+ b1(θ)(dφ+ eφrdt) + a1(θ)(dψ + e0rdt+ b0(θ)dφ) (5.38)

where,

Ω = µ3/2λ1/2L
2

2
cψR

3 sin θ (5.39)

e−2ψ =
L3µ3/2λ1/2cψR

3 sin2 θ

2H(x)3/2F (x)1/2
(5.40)

eφ = 0

e0 = 0

w =

√
LλF (x)H(x)

2µ

cψR

K(x)
(5.41)

b0(θ) =
2A0

φ(cos θ)

LcψR
(5.42)
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5.7 Non-supersymmetric ring near horizon geometry

The expression for the gauge fields reduce to,

A1
t = 0 (5.43)

A1
ψ = a1(θ) =

√
3Rs

h

(
Cλ(c

2 − h)c2

λs2
− Cµ

(3c2 − h)

µ

)
(5.44)

A1
φ = b1(θ) + a1(θ)b0(θ) = −

√
3Rc(1 + cos θ)

h

(
Cλs

2

1 + λ cos θ
− Cµ

(3c2 − 2h)

1 − µ cos θ

)

(5.45)

and the expression for b1 is,

b1(θ) = −
√

3Rc(1 + cos θ)

h

(
Cλs

2

1 + λ cos θ
− Cµ

(3c2 − 2h)

1 − µ cos θ

)

−
√

3Rs

h

(
Cλ(c

2 − h)c2

s2
− Cµ(3c

2 − h)

)
A0
φ(cos θ)

cψR
(5.46)

where

h = 1 + s2 (λ+ µ) cos θ

1 + λ cos θ
(5.47)

Then using the entropy function(4.5), the entropy of the non-supersymmetric

black ring can be expressed as,

E = 8π2µ3/2λ1/2L2cψR
3 (5.48)
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Chapter 6

Conclusions

In this thesis, we have demonstrated that the attractor mechanism is indepen-

dent of supersymmetry. We have shown that, it works for non-supersymmetric

black holes both non-rotating and rotating and also works for black rings. For the

spherically symmetric, static black holes, we have also demonstrated the stability

of attractor in terms of an effective potential. In other cases, we assume such a

stable attractor exists.

1) By studying the equations of motion directly we have shown that the at-

tractor mechanism can work for non-supersymmetric extremal black holes [5].

Two conditions sufficient for this are conveniently stated in terms of the effective

potential involving the scalars and the charges carried by the black hole. We also

obtained similar results for extremal black holes in asymptotically Anti-de Sitter

space and in higher dimensions.

2) We have presented a c-function for spherically symmetric, static and asymp-

totically flat solutions in theories of four-dimensional gravity coupled to gauge

fields and moduli [71]. The c-function is valid for both extremal and non-extremal

black holes. It monotonically decreases from infinity and in the static region ac-

quires its minimum value at the horizon, where it equals the entropy of the black

hole. We also generalized this result to higher dimensional cases, involving p-form

gauge fields.
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3)We have proved that, in a general higher derivative theory of gravity cou-

pled to abelian gauge fields and neutral scalar fields, the entropy and the near

horizon background of a rotating extremal black hole is obtained by extremizing

an entropy function which depends only on the parameters labeling the near hori-

zon background and the electric and magnetic charges and angular momentum

carried by the black hole [51]. We have illustrated these results in the context of

two derivative theories of gravity in several examples. These include Kerr black

hole, Kerr-Newman black hole, black holes in Kaluza-Klein theory, and black

holes in toroidally compactified heterotic string theory.

4) We have constructed the entropy function for 5D extremal black holes and

black rings [14]. We considered five dimensional extremal black holes and black

rings which project down to either static or stationary black holes. This is done in

the context of two derivative gravity coupled to abelian gauge fields and neutral

scalar fields.

We have demonstrated the existence of attractor mechanism for extremal, non-

supersymmetric configurations. These results should help us in a microscopic

understanding of the entropy of non supersymmetric extremal black holes.
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